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D I S C I P L I N I N G  A I ,  P A R T  I :  
E V A L U AT I O N  T H R O U G H 
I N D U S T R Y  L E N S E S

For better or for worse, AI is set to have a major 
impact on business and society. Making AI technolo-
gies accountable through the disciplined and system-
atic evaluation of their effects is thus becoming both 
a matter of public safety and organizations’ ROI.1 

Many would argue that the AI industry is not 
accountable enough, particularly around 
intellectual property, privacy, bias, and social 
ramifications. AI-model benchmarking, how-
ever, is a prominent and influential aspect of the 
industry. Model developers and researchers have 
devised numerous sets of standardized tests 
that measure performance in areas like coding, 
math, reasoning, factual accuracy, and visual 
problem-solving, as well as aspects like safety or 
jailbreak vulnerability. The results can be com-
piled into leaderboards that purport to identify 
the best models for a given use case.  

Nevertheless, AI benchmarking is increasingly 
seen as falling short of satisfactory evalua-
tion of AI systems.2 Benchmarking’s inadequa-
cies include underscrutinized test data, model 
developers teaching to the test, and even the 
possibility that models themselves “know” when 
they’re being tested and feign the required 
responses. 

Equally concerning, results from testing models 
on academic tasks taken out of context often 
have limited relevance to real-world applica-
tions, no matter how advanced the tasks may 
be. As frontier large language models show 
signs of plateauing in performance, attention 
is increasingly shifting toward how these models 
are applied in practice.

The discipline of AI evaluation aims to quantify 
the quality of the responses of entire AI sys-
tems, concrete and in context, as well as their 
individual components. Modeling even just the 
relevant aspects of the context and tracking 
the nondeterministic outputs from the AI is, of 
course, hard, but it is increasingly recognized by 
tech leaders and investors as critical.3 Another 
outstanding question is whether and by what 
means one can evaluate how AI systems arrive 
at their output, with a view to verifying and 
explaining that output.

Testing, however elaborate, has proved imper-
fect at reliably evaluating AI’s usefulness 
when integrated into human workflows across 
organizations and societies. In a recent study, 
access to market-leading agentic AI coding 
tools increased software developers’ completion 
times of actual tasks on mature projects by 19%.4 
Even the technology’s most ardent supporters 
acknowledge this to be a major frontier.5

Here in Part I of this two-part Amplify series on 
AI evaluation, we explore the impetus toward 
AI accountability that arises from tackling real 
problems in real-world settings. Understanding 
how AI can contribute, at what cost, and with 
what nth order effects in a given context requires 
rigorous socio-technical systems thinking.

B Y  E Y S T E I N  T H A N I S C H ,  G U E S T  E D I T O R
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I N  T H I S  I S S U E

In pursuit of such thinking, drawing on experi-
ence across industries and disciplines, this issue 
of Amplify offers insights into the criteria that 
determine AI success.

First up, from Marcus Evans, Rosie Nance, Lisa 
Fitzgerald, and Lily Hands, AI explainability 
is a legal requirement as well as a scientific 
challenge. Despite the EU and UK’s differing 
approaches in other aspects of AI regulation, 
both the EU and UK GDPR continue to uphold 
individuals’ right to an explanation of automated 
or semiautomated decisions that impact them 
significantly. The EU AI Act also provides a right 
to an explanation for individuals or organizations. 

Organizations using AI-powered tools to make 
an impactful decision where there is an EU or 
UK connection must be able to explain how the 
decision is made, and the explanation must be 
intelligible to the lay citizen. In the face of these 
legal and social obligations, the explainability 
and evaluability of a system should be among 
the key factors considered when architecting or 
procuring. The authors conclude with practical 
advice on how to promote explainability via AI 
governance. 

Next, Daniel Flatt contends that an evalua-
tion framework that promotes accuracy and 
objectivity is a commercial necessity. He 
points to B2B publishing as a sector of par-
ticular note: an industry built on credibility and 
accountability that AI could undermine, even 
as it offers opportunities to accelerate time 

to output. In response, new tools for detecting 
inaccuracy and bias in AI-generated copy are 
emerging, alongside collaborations across the 
publishing workflow and the wider industry. 

The relationship between AI and publishing is 
increasingly bidirectional. AI model developers 
seek partnerships with reputable publishers 
to access both content and brand credibility, 
while publishers must weigh such collabora-
tions carefully, ensuring that models deliver 
quality output. With its long tradition of fact-
checking, journalism brings valuable expertise 
to this challenge. Flatt calls for an approach 
that safeguards and advances journalism’s core 
ideals while setting a broader standard for the 
responsible use of AI.

Likewise, Kitty Yeung urges us to elevate our 
thinking and consider what we are trying to 
achieve — via AI or otherwise. She argues that 
the fashion industry has long failed to appre-
ciate the imaginative journeys consumers are 
taking, journeys that weave together self, sit-
uations, social circles, and eclectic wearables. 
Destructive practices like fast fashion represent 
flawed attempts to address human complexity 
with incomplete information, cumbersome 
supply chains, and a narrow anthropology that 
undervalues consumers’ creative agency.

In contrast, AI provides digital try-on tools that 
allow users to experiment with items in any 
combination or context — or even design new 
ones themselves. AI-enabled analysis can then 
surface the trends emerging from these creative 
interactions, helping to shape a smarter, leaner 
supply chain. For Yeung, realizing this poten-
tial requires AI evaluation to move beyond mere 
compliance with the status quo and instead align 
with the higher ideals of freedom, truth, and 
sustainability.

Joseph Farrington also emphasizes the impor-
tance of evaluating AI systems against their 
end goals. In healthcare, where developing and 
deploying AI models is especially challenging, he 
argues for first modeling the business context 
and processes the AI will interact with — before 
moving ahead with development or deployment. 
This approach can be used to assess, in advance, 
whether a plausible AI model will provide the 

A I  B E N C H M A R K I N G 
I S  I N C R E A S I N G LY 
S E E N  A S  F A L L I N G 
S H O R T  O F 
S A T I S F A C T O R Y 
E V A L U A T I O N  O F  
A I  S Y S T E M S
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intended benefit. It can also be used to run alter-
native scenarios to identify what else might need 
to change for the AI to really work or what else 
might work better if the AI were in place. 

As a secondary benefit, context modeling brings 
engineers, stakeholders, and domain experts 
together much earlier than would typically occur 
in such projects. In this way, AI evaluation is not 
merely a corrective exercise after deployment; it 
should also anticipate, contextualize, and define 
— in concrete terms — what the AI is meant to 
achieve.

Closing the issue, Joseph Byrum introduces a 
framework to help organizations plan ration-
ally and prudently for AI adoption. One element 
is defining performance thresholds beyond 
which emerging technologies become econom-
ically viable. Another is assessing how AI and 
humans should interact across different busi-
ness functions: some tasks can be commoditized 
and handled by AI, while others remain critical 
differentiators under human responsibility, with 
hybrid possibilities in between.

This analysis is not straightforward. Byrum 
points to cases like UPS and its ORION route 
navigation system, where organizations had to 
undergo radical iterations to find the right bal-
ance between AI and human input. Complicating 
matters further are the rapid pace of techno-
logical development and the shifting nature of 
market differentiators, which make any frame-
work less a static blueprint and more a matter of 
dynamic “adaptive sensing.”

K E Y  T H E M E S

The contributors to this issue of Amplify all agree 
that true AI evaluation must go beyond assessing 
models or outputs alone. Instead, it should be 
grounded in an organization’s strategies, end 
goals, and sources of differentiation.6 

AI is on a trajectory to become too fundamental 
and impactful to be treated as just another 
tool evaluated only on its outputs. Its influence 
extends beyond organizational success into 
society at large, and society has expectations 
around human dignity and empowerment. Any 
evaluation framework must therefore consider 

the extent to which AI advances — or at the very 
least does not undermine — these core values.

It is also a mistake to imagine that business  
processes and structures will remain constant 
and provide an immutable viewpoint from which 
AI can be comfortably evaluated. As several con-
tributors note, the rollout of the technology is 
already driving new ways of working, requiring 
more interdisciplinary/intermural collabora-
tion and formalization of long-tacit knowledge. 
Looking ahead, it has the potential to transform 
supply chains and upend established econo-
mies of expertise. The status quo is not a valid 
yardstick.   

Several contributors propose forward-looking 
approaches to AI evaluation — identifying where 
adoption will be most effective, estimating 
its likely benefits, and addressing additional 
requirements like explainability once deployment 
occurs. Synthesizing deep context and the inter-
play of action and reaction is central to systems 
thinking,7 which provides a valuable framework 
for interpreting the contributions in this issue.

This issue also highlights profound challenges: 
the culture-specific nature of human imag-
ination and self-perception, the difficulty 
of explaining systems that remain subjects 
of frontier research, and the organizational 
self-understanding required to model all the 
factors — including human expertise — that 
shape a process.

Indeed, the very notion of truth is in play — 
both in the journalistic sense and in the realm 
of authentic human expression. While no one 
suggests there are easy solutions, the con-
tributions in this issue offer grounded and 
thought-provoking approaches.

In Part II of this Amplify series, we’ll take a closer 
look at some of the engineering and conceptual 
challenges of AI evaluation.
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But many of the models we are looking to build 
agentic applications on (or to assist decisions in 
other ways) are black boxes: users can provide 
the system with data and receive corresponding 
output but cannot see the logic that leads to the 
system’s output. As a result, organizations may 
be in the position of saying “computer says no” 
without being able to pinpoint why. This lack of 
information can create organizational and ethical 
challenges as well as legal challenges.

This article examines the legal obligations to 
explain decisions to affected persons from both 
data protection and AI-specific legal perspec-
tives across three legal regimes in the UK and 
EU. It considers the EU’s General Data Protection 
Regulation (EU GDPR), the UK’s post-Brexit assim-
ilated version (UK GDPR) (together the GDPR),1 and 
the more recent EU AI Act,2 as well as guidance 
from regulators in the EU and UK and relevant 
case law. The article provides practical tips for 
compliance and incorporating explainability into 
your wider governance program.

We highlight legal issues relevant to AI govern-
ance in one key area: explainability. However, a 
broader set of legal and governance considerations 
will apply — particularly for agentic applications. 
Depending on the context, relevant legal consider-
ations around explainability may include the right 
to nondiscrimination, the UK Equality Act 2010 and 
public sector equality duty, and sectoral rules such 
as those governing financial services.

T H E  R I G H T  T O  A N 
E X P L A N A T I O N  U N D E R  
T H E  G D P R  &  A I  A C T

The GDPR protects the fundamental rights and 
freedoms of individuals by putting in place rules 
around how their personal data can be used. It 
generally applies when anyone is doing anything 
with personal data with an EU or UK connection.3 

Most obligations fall on the data controller — the 
party deciding how personal data will be used. 
Even when an organization uses third-party tech 
tools or a third-party platform to create agentic AI 
tools, it will be a data controller. Under the GDPR, 
it is the data controller who must comply with the 
obligation to provide an explanation. Not all pri-
vacy regimes divide up responsibilities in this way, 
and the position may be different in other jurisdic-
tions. For example, the Australian Privacy Act 1988 
(Cth) does not distinguish between controllers and 
processors.  

Agentic AI brings the promise of AI making a range of decisions autonomously. It has 
been proposed as the way forward for some of the most impactful decisions in our 
lives: interacting with customers and actioning requests, triaging requests for medical 
appointments, and hiring candidates — to name a few. 

Authors
Marcus Evans, Rosie Nance, Lisa Fitzgerald,  
and Lily Hands
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The AI Act, in contrast, looks specifically at pro-
tecting health, safety, and fundamental rights 
where AI systems and AI models are used. Many 
of its provisions take a product-safety approach. 
This means that most of the obligations fall on the 
provider — the party developing the AI or having it 
developed. However, the AI Act right to an expla-
nation is an exception, placing the obligation on 
the deployer — the party using the technology. 
This is because only the deployer has the neces-
sary context to understand the role the AI system 
played in the decision

Under both the GDPR and AI Act, the party using AI 
or other technologies to make a decision is respon-
sible for providing an explanation, even if they did 
not develop the technology themselves. To meet 
this obligation, they will need to engage with the 
vendor to understand how the technology works.

T H E  R I G H T  T O  
A N  E X P L A N A T I O N  
U N D E R  T H E  G D P R

Article 22 of the GDPR establishes a default 
prohibition on certain types of solely automated 
decision-making. This applies to decisions made 
“solely on automated processing,” including 
profiling, that produce legal or similarly signif-
icant effects for the individual. Recruitment 
and employment-related decisions will likely 
be caught, as will decisions affecting access to 
finance, healthcare, or education.4 There are some 
exceptions to this default prohibition.5

Decisions caught by Article 22 GDPR trigger a 
specific right to information for the individual.6 The 
controller must provide “meaningful information 
about the logic involved” in the decision, as well 
as the significance and envisaged consequences 
of the processing for the individual. The data 
controller must provide information proactively, 
alongside other information about how the indi-
vidual’s personal data is processed (Articles 13(2)
(f), 14(2)(g)), as well as reactively, when an individual 
exercises their right of access and requests the 
information (Article 15(1)(h)). Article 22 also builds 
in a right to human intervention and to contest 
the decision, requiring the controller to provide 
sufficient information for the individual to exercise 
this right.7 We refer to these proactive and reactive 
obligations as the “right to an explanation” under 
the GDPR.

Despite the emphasis on solely automated 
processing, these obligations cannot be avoided 
by including a human in the loop. Regulators have 
emphasized that for processing not to be consid-
ered solely automated, human oversight must be 
meaningful. Processing must be carried out by 
someone who has the authority and competence 
to change the decision and who considers all the 
relevant data.8 

With this high bar, demonstrating mean-
ingful human involvement can be challenging, 
in part because the efficiency benefits from 
decision-assisting technology often rely on 
reducing the time spent or level of skill and 
experience needed from any humans involved.

Similarly, identifying what qualifies as a 
“decision” may not be straightforward. For 
example, the Court of Justice of the EU (CJEU) 
found that a credit score may constitute a deci-
sion (and therefore be subject to Article 22) where 
the score was provided to a third party that drew 
strongly on it to establish, implement, or termi-
nate a contractual relationship with that person.9

The right to an explanation is also not the only 
GDPR consideration relevant to interpretability 
and explainability. The GDPR also includes broad 
principles protecting individuals, including trans-
parency, fairness, and accountability. These all 
impact the way organizations must use individuals’ 
data when making decisions. Articles 13 and 14 of 
the GDPR impose obligations to inform individuals 
about how their data is used — obligations that 
apply in all cases, regardless of whether decisions 
are automated.

1 0
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For any processing of personal data, organiza-
tions must find an appropriate “lawful basis” 
under Article 6 GDPR. “Legitimate interests” is 
often used for AI applications, but it requires 
weighing the individual’s interests against the 
organization’s. To rely on legitimate interests, 
organizations must be able to explain how their 
decision-making satisfies that balancing test. 
Alternatively, consent can prove a lawful basis. 
However, to be valid for GDPR purposes, individ-
uals must be given sufficient information about 
the intended use and consequences of the pro-
cessing to comprehend exactly what they would 
be consenting to.10 

Changes to the UK GDPR are coming soon. The 
Data (Use and Access) Act amends the UK GDPR 
to lift the default prohibition for data that is not 
“special category” data.11 This opens the possibility 
of greater use of automated decision-making. 
However, the right to an explanation remains 
in place. Individuals will have the right to make 
representations and a (reiterated) right to infor-
mation, alongside the rights previously included 
in Article 22 to obtain human intervention and 
contest the decision.12 The relevant provisions 
of the Act are not yet in force. The government 
has confirmed its plans to bring them into effect 
around the end of 2025.13 

W H A T  M U S T  B E  P R O V I D E D  
W H E N  T H E  R I G H T  T O  A N  
E X P L A N A T I O N  A P P L I E S ?

CJEU recently looked at what constitutes mean-
ingful information in the context of an individu-
al’s exercise of their right to information under 
Article 15(1)(h) EU GDPR. It found that data con-
trollers must explain the procedures and princi-
ples actually applied when using an individual’s 
data to reach a decision. This must be done in 
a concise, transparent, and intelligible way.14 
Interestingly, the court suggested that providing 
too much information was neither necessary nor 
helpful, which means disclosing the algorithm 
does not constitute providing an intelligible 
explanation to the individual.15

Organizations may be concerned that even without 
a full explanation or disclosure of an algorithm, the 
obligation to explain decisions may expose their 
trade secrets. There may also be scenarios where 
an explanation could reveal third-party personal 
data. The CJEU has suggested that informa-
tion could be disclosed to a court or competent 
authority to conduct a balancing exercise and 
decide what must be disclosed.16 Many questions 
remain as to how this would play out. 

T H E  R I G H T  T O  
A N  E X P L A N A T I O N  
U N D E R  T H E  A I  A C T

The AI Act’s right to an explanation is very similar 
to the right under Article 15(1)(h) GDPR: deployers 
must provide affected persons with clear, mean-
ingful explanations of the AI system’s role in the 
decision-making process, as well as the main 
elements of the decision itself. This right applies 
to decisions that have legal effects, as well as 
those that significantly affect the relevant person 
in ways that they consider may negatively impact 
their health, safety, or fundamental rights. While 
“affected persons” will often be individuals, they 
can also be organizations.17

The right applies to decisions made by most 
types of AI systems classified as high-risk due to 
their potential impact on fundamental rights — 
including systems used in employment, recruit-
ment, and consumer credit.18 The decision only 
needs to be made “on the basis of” the AI system’s 
output; it does not need to be solely automated. 

C H A N G E S  T O  
T H E  U K  G D P R  
A R E  C O M I N G  S O O N

A M P L I F Y
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The AI Act includes a derogation that may exclude 
certain systems from the high-risk classification 
— meaning the right to an explanation would not 
apply — where they do not pose a significant risk 
of harm to health, safety, or fundamental rights, 
including by not materially influencing the out-
come of decision-making.19 However, this is not 
a general “human in the loop” exemption and is 
likely to be interpreted narrowly. The Act explicitly 
states that the derogation does not apply where 
individuals are subject to profiling. 

Where an AI system is developed by a third-party 
provider, the deployer should be able to rely on 
information from the provider. Providers of high-
risk AI systems are required to design and develop 
their systems so that deployers can interpret 
the output and to supply information relevant to 
explain its output.20 However, what precisely this 
information must include remains unclear at this 
time.21

In addition to the AI Act’s right to an explanation, 
deployers must assign competent human over-
sight, which requires ensuring that those providing 
this oversight have sufficient information and 
understanding to do their job.22  

Significant risk management, governance, and 
documentation obligations fall on the pro-
vider.23 Organizations may also become subject 
to these obligations — beyond those that apply 
to deployers — if they develop their own tools, 
including agentic applications, or significantly 
modify a third-party platform or model.24

In practice, deployers may encounter providers 
who claim that the above-mentioned derogation 
applies to their systems — and therefore that 
they are not subject to the AI Act’s information 
requirements. If deployers disagree with this 
assessment, they will need to evaluate whether 
they have sufficient information to meet their own 
obligations, including the right to an explanation 
and the requirement to provide competent human 
oversight.

W H Y  T H E  R I G H T  T O  A N 
E X P L A N A T I O N  M A T T E R S

Fines under the GDPR can be substantial: up to 
4% of the total worldwide annual turnover of the 
preceding financial year or €20 million (£17.5 mil-
lion under the UK GDPR),25 with the current record 
fine coming in at €1.2 billion. Under the provi-
sions of the AI Act discussed above, fines are up 
to €15 million or 3% of global turnover (whichever 
is greater).26 

The GDPR has a one-stop-shop provision, which 
means that for cross-border processing, organi-
zations would not generally be fined by multiple 
regulators for the same infringement. The AI Act 
does not include this mechanism, so fines could be 
issued in multiple member states. Organizations 
can also be fined for the same behavior under dif-
ferent legislation. While the AI Act requires regula-
tors to take other other fines into account, it does 
not prevent parallel enforcement.27

Regulators’ powers are not only financial; they 
can go to the heart of an organization’s business 
model. Both the GDPR and the AI Act include 
powers allowing regulators to require organiza-
tions to stop a particular practice (in the case of 
the GDPR)28 or withdraw an AI system (in the case 
of the AI Act).29
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In terms of litigation risks, individuals are already 
active in pursuing compensation claims under the 
GDPR.30 In addition, not-for-profit organizations 
can bring group claims — seeking compensation or 
injunctive relief — in the EU.31

The AI Act does not include a right to compen-
sation for individuals (although qualified not-
for-profits can still bring injunctions for alleged 
noncompliance).32 Mass claims in the AI space will, 
however, be possible under the revised Product 
Liability Directive,33 which extends the definition 
of “product” to include software and AI systems. Of 
course, AI (mis)use can prompt claims under other 
existing legislation, like the Equality Act 2010 and 
similar legislation in the EU, or claims in tort, such 
as for negligence.

D O E S  T H E  R I G H T  T O  A N 
E X P L A N A T I O N  U N D E R  T H E 
G D P R  O R  A I  A C T  P R E V E N T 
T H E  U S E  O F  B L A C K - B O X 
A L G O R I T H M S ?

As with most questions in the data law world, 
this answer is context-dependent. Providing 
meaningful information does not necessarily 
require selecting a fully interpretable model. 
However, organizations will not be able to comply 
with their GDPR or AI Act obligations if they are 
unable to explain how a decision was reached or 
if they rely solely on vendor claims of high perfor-
mance without interrogating how the technology 
functions.

A high degree of interpretability is essential for 
decisions that significantly affect individuals — 
particularly where denial of a service or opportu-
nity could have serious consequences. Healthcare 
is a clear example: misalignment between human 
intent and the rules learned by an AI system can 
have fatal consequences. For example, while 
researching the potential application of AI sys-
tems for hospital triage, researchers found that 
an AI system was classifying asthma patients as 
low risk for pneumonia and recommending outpa-
tient treatment. In reality, asthma patients had 
lower mortality rates because they were typically 
admitted directly to intensive care — a factor the 
model failed to recognize. Crucially, this issue was 
uncovered because the AI system was a fully inter-
pretable, rules-based model.34 If an opaque system 
that made similarly misguided inferences were 
rolled out, it would be impossible to comply with 
applicable GDPR or AI Act obligations.

The UK Information Commissioner’s Office (ICO) 
has published joint guidance with the Alan Turing 
Institute to provide practical insights into expla-
nations and explainability techniques in the AI 
governance process (the Guidance).35 The Guidance 
emphasizes that these considerations are not only 
relevant for decision-making under Article 22 UK 
GDPR.  As discussed above, even where Article 22 
UK GDPR does not apply, the GDPR principles (e.g., 
transparency and accountability) continue to apply 
to decisions where there is meaningful human 
involvement.36

The Guidance suggests drawing on a mixture of 
process-based explanations (which describe the 
process and demonstrate good governance) and 
outcome-based explanations (which clarify the 
results of a specific decision). It guides controllers 
through the process of providing meaningful infor-
mation based on the domain (sector or setting), 
use case, impact on the individual, data used to 
train and test the model, urgency (i.e., importance 
of receiving or acting on the outcome of a decision 
within a short time frame), and audience.37  

A  H I G H  D E G R E E  O F 
I N T E R P R E TA B I L I T Y 
I S  E S S E N T I A L  F O R 
D E C I S I O N S  T H A T 
S I G N I F I C A N T LY 
A F F E C T 
I N D I V I D U A L S
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Controllers will likely need to draw on a range of 
explanations, including rationale explanations 
(which the Guidance considers to be the “why” 
of an AI decision) and responsibility explana-
tions (the “who” involved in the development and 
management of the AI model).

In most cases, the Guidance indicates that the 
primary focus should be on providing rationale- 
and responsibility-based explanations — under-
standing what the system is doing and who 
is responsible for its outputs.38 However, the 
Guidance acknowledges that the standard types 
of explanation may not suit every organization. 
Some may find that developing their own expla-
nation framework is more effective. The Guidance 
confirms that this approach is “absolutely fine” 
provided the organization upholds the principles of 
transparency and accountability and carefully con-
siders the specific context and potential impact.39

The Guidance cautions that organizations should 
only use black-box models if they have thoroughly 
considered their potential impacts and risks in 
advance.40 Team members should also ensure that 
the use case — and the organization’s capacity and 
resources — support the responsible design and 
deployment of the system. The Guidance further 
recommends using supplementary interpreta-
bility tools to deliver a domain-appropriate level 
of explainability. This level should be reasonably 
sufficient to mitigate potential risks and provide 
decision recipients with meaningful information 
about the rationale behind any given outcome.

The Guidance highlights that controllers need 
to think both locally (aiming to interpret indi-
vidual predictions or classifications) and globally 
(capturing the logic of the model’s behavior as a 
whole across predictions or classifications) when 
choosing supplementary explanation tools. 

Because it was published in 2020, the Guidance 
did not envisage the way organizations are cur-
rently exploring agentic AI. When using third-
party models to build agents, the Guidance may 
still serve as a useful framework for requesting 
information from vendors. However, in practice, 
major vendors may not provide additional detail — 
leaving organizations to make risk-based decisions 
based on the information available. It is also worth 
noting that EU regulators may not adopt the same 
approach as the ICO, and the ICO itself may issue 
updated guidance in the coming months.

B U I L D I N G  E X P L A I N A B I L I T Y 
I N T O  A I  G O V E R N A N C E 
P R O G R A M S

To build explainability into your AI governance 
program, consider the following steps:

1.	 Think about explanations early and often. 
Consider explanations at the outset and 
throughout the system’s lifecycle. Ensure you 
can provide relevant information as applicable 
about data-collection choices, data cleaning and 
labeling, the algorithm selected and used, valida-
tion and testing, and any decisions about how a 
system will or should be deployed. 

2.	 Gather the relevant stakeholders (legal, com-
pliance, procurement, and the proposed project 
team) ahead of rollout and ensure that appro-
priate consultation and communication takes 
place throughout the lifecycle to manage risks. 

3.	 If you do not have an AI governance program 
that triages agentic use cases (or any use cases 
making decisions about individuals) for enhanced 
review by legal and compliance teams, put one 
in place. 

4.	 When using an external platform or third-party 
provider, factor in the right to an explanation 
and other applicable legal requirements — 
such as those under the GDPR and AI Act — during 
procurement or tool selection. Request additional 
information from vendors as needed, and assess 
whether what they provide is sufficient to meet 
your legal obligations.
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5.	 Include sufficient data-sharing obliga-
tions and confidentiality provisions in your 
contracts with vendors, developers, and/or 
deployers to ensure explainability can be achieved 
on relevant terms and on an ongoing basis.

6.	 Maintain comprehensive documentation and 
logging throughout the system’s lifecycle to 
ensure you can provide meaningful information 
when required.

7.	 If you are using technology to assist rather than 
make decisions, assess how meaningful any 
human involvement truly is — and identify the 
specific legal obligations that apply.

8.	 Think about the needs of the individuals 
impacted by the AI system. Audiences have 
different needs, and different domains require 
different approaches. Translate the rationale of 
your system’s results into usable, easily under-
standable reasons for decisions. 

9.	 Implement an AI literacy program to ensure 
that everyone involved in developing, deploying, 
or governing AI has the necessary technical 
understanding — and is aware of the organiza-
tional, legal, and societal risks associated with 
inadequate explainability. 
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Drawing on two decades of editorial experience in 
financial media, this article examines areas where 
AI’s promise must be balanced with due diligence, 
including deployment, legal accountability, com-
mercial viability, and ethics. GenAI is less a silver 
bullet and more a powerful collaborative tool. 
Increasingly, the challenge for publishers is not 
deciding whether to adopt AI, but how to evaluate 
its effectiveness, reliability, and alignment with 
journalistic standards.

F R O M  P R O M I S E  
T O  P R A C T I C A L I T Y

The application of AI in B2B publishing is relatively 
nascent, but the pace of adoption is accelerating. 
Many publishers are experimenting with AI solu-
tions, such as automatic earnings call summa-
ries, reader personalization, automated interview 
transcription, and sophisticated data visualization. 
Nevertheless, confusion and skepticism remain 
about AI’s reliability and impact.

Many publishers are approaching AI cautiously, 
typically starting with fundamental evaluation 
criteria. This can range from setting bars for the 
AI to hurdle to tailored metrics to measure. For 
example, does the tool significantly reduce pro-
duction times (ideally by 30% or more) without 
increasing editorial revisions? Does it consistently 
reflect the publisher’s distinct voice and editorial 
standards? Does it maintain accuracy, introducing 
fewer than two factual or numerical errors per 
1,000 words?

One thing is certain: effective AI deployment 
requires hybrid workflows, including AI for effi-
ciency, journalists for exclusivity, and editors for 
nuance and brand protection. Publishers must 
work closely with vendors to codesign tailored 
solutions, avoiding off-the-shelf deployments. 
Human oversight remains critical, particularly in 
regulated industries, underscoring the need for 
careful integration into existing workflows.

T R A N S P A R E N C Y  &  T R U S T

Ethical and legal scrutiny around AI-generated 
content is intensifying. Business audiences 
demand complete transparency about data 
sources, making rigorous audits of training 
data’s provenance, licensing, and transparency 
indispensable.

The B2B publishing sector has long provided critical insights and domain-specific 
intelligence to professional audiences. Today, it stands at a crossroads. With generative 
AI (GenAI) systems maturing rapidly, publishers that choose not to leverage these new 
technologies to sharpen their editorial and commercial edge may find themselves falling 
behind their AI-first competitors.

Author
Daniel Flatt 
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In the UK, for example, fierce debates arose when 
ministers wished to block a 2025 House of Lords 
amendment intended to mandate disclosure of 
copyrighted material used in AI training. Although 
ultimately withdrawn, the ministers’ apparent lack 
of concern for transparency risked undermining 
journalistic rights. 

For B2B publishers, the reputational stakes are 
particularly acute. Protecting credibility requires 
clear policies on data provenance and robust 
licensing agreements. It also requires meticulous 
auditing of all AI output, treating it as one would 
consider material from human journalists, incor-
porating source attribution, fact-checking, and 
named oversight.

M E A S U R I N G  C O M M E R C I A L 
I M P A C T

Of course, successful AI adoption isn’t solely 
about editorial effectiveness — it’s also about 
demonstrable commercial outcomes. Publishers 
increasingly rely on clear, quantifiable metrics 
to differentiate genuine ROI from technological 
novelty.

For instance, a midsize US publisher worked with 
Leverage Lab to implement AI-powered cus-
tomer segmentation tools. The result was an 80% 
reduction in subscriber acquisition costs.1 These 
improvements were meticulously tracked via 
real-time dashboards comparing AI-driven results 
against traditional methods.

Similarly, a UK trade publisher working with an AI 
data firm doubled its subscription conversion rate 
by gating AI-generated data insights. Within 12 
weeks of going live, the publisher demonstrated 
clear commercial uplift directly attributable to AI.2

Evaluating commercial success requires ongoing 
monitoring of metrics like churn rates, reader 
engagement, and lead-conversion improvements. 
Analytics suites such as Mixpanel and Looker let 
publishers embed accountability and measure 
real-time commercial impacts.

E V A L U A T I N G  S U C C E S S : 
H O W  P U B L I S H E R S  K N O W  
A I  I S  W O R K I N G

Our experience shows us that publishers gener-
ally evaluate AI systems across three dimensions: 
accuracy, editorial standards, and fairness.

Accuracy remains paramount. Tools such as 
DeepEval and Ragas measure coherence and faith-
fulness. Regular nightly batch tests of sampled 
prompts help publishers ensure outputs consist-
ently surpass predefined accuracy thresholds.

The biggest benefit of these tools is objectivity  
at scale: automated nightly tests score hundreds 
of prompts for factual consistency, relevance, 
coherence, and faithfulness, flagging drifts long 
before human editors might notice. 

This quantitative feedback accelerates model 
iteration, reduces editorial rework, and builds 
a defensible audit trail, which is critical when 
regulators or clients ask, “How do you know it’s 
accurate?” Additionally, because metrics are 
standardized, publishers can benchmark one 
model version against another (or compare vendor 
solutions) using like-for-like scores rather than 
anecdotal impressions.

However, systematic evaluation carries risks. First, 
tools can create false confidence if the test set is 
unrepresentative. For example, models may “game” 
predictable prompts while still hallucinating on 
real news. Overreliance on numeric thresholds 
can nudge editors to publish borderline content 
because it “passed the score,” weakening critical 
judgment. 
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Second, there is a resource burden: configuring, 
maintaining, and interpreting evaluation pipe-
lines demands data science expertise that many 
mid-tier publishers lack. Finally, proprietary tools 
introduce vendor lock-in: if a scoring method 
is opaque, publishers may be unable to contest 
results or migrate historical benchmarks else-
where. Used judiciously and paired with human 
review, evaluation suites are invaluable, but they 
must never replace newsroom skepticism.

Leading publishers treat AI-generated content 
with the same scrutiny applied to junior jour-
nalists. BloombergGPT, for example, requires 
rigorous editorial checks for source accuracy, 
numeric correctness, and clarity.3 Increasingly, 
AI-generated articles carry a “double byline,” 
attributing accountability both to the AI system 
and supervising editors.4

Fairness is another essential dimension. Fair-
auditing frameworks such as Giskard, Microsoft 
Fairlearn, and IBM AI Fairness 360 give publishers a 
structured way to surface demographic bias before 
flawed copy reaches readers. Their main benefit 
is granular visibility: by testing model outputs 
across protected attributes (gender, ethnicity, age, 
geography, socioeconomic status), they quantify 
disparities in sentiment, ranking, or error rates 
that would otherwise lurk unseen. 

Dashboards translate statistical measures (e.g., 
equalized odds, demographic-parity gaps) into 
color-coded risk flags, letting editors halt publi-
cation in seconds when bias scores exceed preset 
thresholds. This proactive gatekeeping safeguards 
brand reputation, reduces legal exposure under 
anti-discrimination law, and supports ethical 
commitments to diverse readerships.

These tools are not a panacea, however. “Metric 
myopia” is one hazard: optimizing for a single 
fairness score can inadvertently worsen others 
(reducing false positives might inflate false 
negatives). Second, fairness metrics hinge on the 
quality and completeness of attribute labels; 
many datasets lack reliable demographic tags, 
leading to spurious conclusions. 

There is also a context gap: statistical parity may 
be inappropriate for finance, law, or medicine, 
where unequal treatment can be ethically justi-
fied by risk profiles. Finally, automated shutdowns 
can disrupt workflows if thresholds are too tight, 
causing alert fatigue or publication backlogs. 
Fairness audits are indispensable for modern 
newsrooms, but they must be accompanied by 
nuanced editorial judgment and continuous tuning 
of thresholds.

D E E P E N I N G  T H E 
F R A M E W O R K

Beyond immediate evaluation metrics, publishers 
need permanent guardrails. Many are forming AI 
editorial boards — small cross-functional teams 
of editors-in-chief, data scientists, commercial 
leads, and legal advisors. Usually meeting monthly, 
the board is in charge of overseeing these areas: 
(1) a risk register listing every AI workflow, its data 
sources, and known failure modes; (2) a metric 
charter that defines accuracy, bias, latency, and 
revenue targets plus escalation paths; and (3) an 
incident playbook that spells out how to pause or 
roll back a faulty model and communicate with 
subscribers or regulators. By minuting each review 
and circulating findings newsroom-wide, boards 
turn AI evaluation from a siloed data science task 
into an organization-wide discipline.

Oversight should also extend beyond the walls 
of a single publisher. Structured peer bench-
marking lets competing outlets compare results 
without revealing proprietary data. Participants 
can export de-identified evaluation logs (e.g., 
DeepEval scores, bias indices, click-through lifts) 
to a neutral analytics partner that aggregates and 
ranks performance. 

For example, quarterly reports can reveal whether 
a “good” 0.92 faithfulness score is industry-leading 
or merely average and spotlight systemic drifts 
after major model upgrades. Because identities are 
masked under nondisclosure agreements, competi-
tive sensitivities remain protected while the sector 
as a whole moves toward shared accuracy, fairness, 
and reliability standards.
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In early 2024, the Süddeutsche Zeitung, Germany’s 
largest broadsheet, set up an internal board to 
coordinate all editorial AI initiatives.5 The board 
includes the editor-in-chief, product and visual 
desk leaders, data science engineers, HR, IT, and 
legal counsel. It reviews every new GenAI workflow 
and signs off on evaluation metrics — and it can 
halt deployment if standards slip.

E M B E D D I N G  T R U S T ,  
E X P L A I N A B I L I T Y  &  F A I R N E S S

Evaluating AI extends to broader issues of 
trustworthiness, explainability, and fairness — 
principles outlined by the US National Institute 
of Standards and Technology (NIST). Publishers 
are tasked with translating these standards into 
practical metrics, such as explainability ratios, 
severity indices for errors, and bias measures 
across protected classes.6

A 2021 study in the Journal of Biomedical 
Informatics highlights that explainability 
significantly influences user trust, particularly 
in high-stakes environments, underscoring the 
necessity of transparency around AI decisions.7

L I C E N S I N G  R E C I P R O C I T Y : 
T O W A R D  A  S U S T A I N A B L E 
A I  E C O S Y S T E M

The relationship between GenAI developers and 
publishers is evolving, with encouraging trends 
toward collaborative licensing agreements 
(tracked by nonprofit Ithaka S+R). These agree-
ments (typically linked to allow AI developers 
access to content for training) provide new rev-
enue streams and foster collective benchmarking, 
helping publishers establish shared industry 
standards.

A collaborative license agreement is a legal 
arrangement in which a publisher and a GenAI 
developer agree to share access to content and 
technology under mutually beneficial terms. This 
often includes the publisher granting the AI devel-
oper permission to use its content for training or 
output generation, while both parties collaborate 
on attribution, revenue sharing, or codeveloped 
tools.

But licensing deals shouldn’t be just cash-for-
content transactions. The most forward-looking 
agreements embed shared evaluation clauses. 
A well-structured contract can require the AI 
provider to:

	– Report model-level metrics to the publisher 
at regular intervals (e.g., monthly DeepEval 
faithfulness scores, numerical error rates on 
domain-specific data, or Giskard bias indices).

	– Benchmark those metrics against an agreed-
upon industry baseline (e.g., Ithaka S+R consor-
tium reports). If scores drift below a threshold, the 
provider must retrain or switch models to protect 
the publisher’s brand.

	– Return performance telemetry to determine 
how often publisher content is surfaced, clicked, 
or reused so the newsroom can correlate editorial 
investment with downstream impact.

	– Allow joint audits in which the publisher and 
vendor co-run stress tests on sensitive topics 
(e.g., market-moving financial data) and publish 
a summary of findings.

A  C A L L  F O R  R E S P O N S I B L E 
C O L L A B O R A T I O N

B2B publishers, though niche, are uniquely posi-
tioned to demonstrate responsible AI adoption. 
Indeed, they face an imperative and an oppor-
tunity: to deploy AI that enhances, rather than 
dilutes, journalistic quality.

The path forward requires transparency, robust 
explainability, and fair licensing practices. 
Publishers must embed clear evaluation standards 
(speed, accuracy, fairness, and commercial impact) 
into every AI initiative. Treating AI as a black box 
will compromise trust and viability.

Ultimately, responsible collaboration between 
publishers, technology providers, and industry 
bodies grounded in shared evaluation stand-
ards and collective benchmarks will ensure that 
GenAI results in smarter, faster, and more ethical 
journalism.

B2B publishing may be a niche industry, but 
it is one where accuracy is currency. In an age 
of automation, that currency must not be 
devalued. The way forward lies in collaboration, 
open eyes, fair contracts, and high standards.
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Fashion is a trillion-dollar global industry, with 
more than half of spending coming from wom-
enswear and about 90% of its content shaped by 
user-generated media. It thus offers a compelling 
case study in applied AI accountability. However, 
in the face of rapid transformation, traditional 
markers of success such as image resolution, 
model latency, or benchmark accuracy are no 
longer sufficient. In fact, they are fast becoming 
irrelevant. As GenAI models grow more acces-
sible, performant, and cost-effective, high-quality 
output is becoming a baseline expectation rather 
than a competitive advantage. 

Much like the evolution of IT infrastructure in the 
early 2000s, where capabilities once considered 
strategic became commoditized utilities, AI is 
reaching a point where what it can generate is 
less important than what it enables. 

In consumer-driven markets like fashion, where 
emotional resonance, aesthetic judgment, and 
cultural context shape adoption, accountability 
must be measured by AI’s ability to empower per-
sonalization, creative freedom, economic inclusion, 
and sustainable practices. The differentiator is no 
longer the tool itself but the ecosystems it unlocks 
and the value it creates at the interaction layer.

This article examines AI’s real-world accounta-
bility across the fashion value chain. Drawing on 
firsthand experience and data from Wear It AI 
(a platform developed by the author that allows 
users to visualize themselves in any style, mon-
etize their content, and customize products), 
we explore how AI is redefining fashion success 
metrics. We also extract broader insights that can 
inform AI accountability in other consumer-facing 
industries.

Generative AI (GenAI) is reshaping creative industries with unprecedented speed. 
Fashion, often considered slow to adopt change, is becoming one of its most compelling 
and dynamic arenas. No longer just the domain of magazines, commerce, and runway 
shows, fashion is deeply intertwined with data, social behavior, and digital storytelling. 
From trend analysis and virtual try-ons to content creation, design, and made-to-order, 
the fashion industry is actively experimenting with AI applications. 
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A I  T O U C H P O I N T S

Fashion is not a linear pipeline but a rich, circular 
journey from ideation to engagement, expres-
sion, and iteration. In fashion, AI is not isolated 
to a single function; it touches every point of the 
product and consumer journey, each with unique 
goals and success measures.

P L A N N I N G  &  F O R E C A S T I N G 

AI helps brands identify what styles will 
resonate based on real-time social signals, 
e-commerce behavior, and image trends, essen-
tially predicting what consumers will want next. 
This reduces guesswork and overproduction, 
dramatically decreasing planning errors and 
improving inventory efficiency. What once took 
months of trend tracking now happens in days. 

D E S I G N I N G  &  P R O T O T Y P I N G

General-purpose AI tools can already generate 
high-fidelity design visuals from text prompts, 
sketches, and product specs. AI can also match 
brand tone and preserve product fidelity, removing 
the need for manually created visuals. Thousands 
of mood boards, technical drawings, fabric 
swatches, and so forth, can be generated within 
minutes, shortening the decision-making cycle 
across teams. But more than speed, AI empowers 
a new generation of creators by lowering the bar-
rier to professional-quality ideation, particularly 
for independent designers and stylists.

S E L L I N G  &  M E R C H A N D I S I N G

Decision-making for fashion consumers is largely 
based on visuals in e-commerce and marketing. 
Product photography used to cost US $50,000-
$100,000 per collection for fashion brands. Now, 
editorial-quality images can be generated in 
minutes for a fraction of a cent using AI tools. 
Instead of photographing physical samples, 
AI-generated product imagery lets brands create 
customizable lookbooks featuring diverse models 
and settings. Products can be marketed before 
manufacturing, enabling extensive market testing, 
reducing waste, and empowering creators to 
build income-generating portfolios from pure 
imagination.

F I T T I N G  &  V I S U A L I Z A T I O N

Flat-lay images can be mapped onto customizable 
AI-generated humans of any body shape and size. 
GenAI is enabling a new wave of virtual try-on. 
Users can see themselves styled and accessorized, 
turning browsing into self-actualization. 

M A N U F A C T U R I N G  
&  S U P P LY  C H A I N

This is the least automated but potentially most 
transformative segment. AI is beginning to sup-
port pattern extraction, digital twin development, 
and sample-less prototyping. Translating digital 
visions into physical garments remains a com-
plex task due to gaps in material simulation and 
production readiness, but AI’s evolving capabilities 
hold huge potential for this area.

In the coming year, we expect to see companies 
selling B2B software-as-a-service (SaaS) prod-
ucts in the above categories be disrupted by the 
democratized AI approach, which is driven by 
general-purpose models and open source tools. 
Essentially, these software packages can now 
be replicated with just a bit of experimentation, 
and companies aiming to capitalize on cus-
tomers’ “ignorance” will become obsolete. Many 
fashion-related SaaS products, including those 
based on AI, claim exclusivity but are actually 
repackaged open tools with gated user interfaces. 
Native AI companies are built in the open and 
empower every designer, creator, and brand to own 
their workflows.
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C L O S I N G  T H E  
B E H A V I O R A L  G A P

The lines between designers, creators, brands, and 
consumers are blurring. Increasingly, consumer 
goods industries like fashion will be driven by 
AI-enabled personalization. 

Through Wear It AI, we conducted research 
involving more than 20,000 consumers (89% were 
women between the ages of 16 and 35). We found 
that fashion consumers are no longer just shop-
pers; they play shared roles in creation and buying 
decisions. Among Wear It AI’s users are (over-
lapping) 57% user-generated content creators, 
49% social media influencers, 34% fashion styl-
ists, 31% fashion designers, 20% artists, and 11% 
professional photographers. 

Our research confirms that shoppers spend far 
more time consuming fashion content than 
they do shopping for garments. Traditional 
e-commerce platforms ignore this behavioral gap. 
Much of e-commerce and digital content crea-
tion still relies on outdated metrics: impressions, 
likes, and follower counts. As consumers shift 
from passive consumption to active participation 
(styling, curating, and generating content), social 
media metrics fail to capture true engagement 
and commercial value. A content creator might 
generate hundreds of likes but no conversions. 
Conversely, one with modest reach but highly 
tailored content might drive meaningful purchases 
and repeat engagement. 

Given the interweaving of generating content, 
consuming content, and purchasing the items in 
the content, fashion companies should consider 
try-on more of a self-expression mechanism than 
a purchasing tool. Many virtual try-on tools claim 
to reduce returns or increase purchase confi-
dence, but evidence remains elusive — will enough 
retailers adopt the solution compared to free 
shipping, physical try-on, and free returns?1,2 

In fact, uncertainty (“Will this look good on me?”) is 
often what drives sales. Despite efforts by Google, 
Amazon, Snap, and start-ups alike, why hasn’t 
virtual try-on delivered on its promise? Existing 
efforts primarily focus on embedding virtual 
try-on solutions into e-commerce shopping sites, 
aimed at helping shoppers make decisions on the 
look and sizing of the products. With the advent 
of GenAI, a wave of standalone apps emerged to 

test whether virtual try-on can be an engaging 
consumer shopping experience that leads to more 
sales, higher conversion rates, and fewer returns. 
For now, the jury is still out.

Fashion, unlike logistics or search, is emotional 
and aspirational. Users don’t just want to “try on” 
clothes. They want to become someone or clearly 
express who they already are. That is why static 
try-ons and disembodied product simulations feel 
underwhelming. The best-performing features are 
those that support storytelling, identity explora-
tion, and social sharing.

This reveals an important lesson: technical fidelity 
matters, but psychological utility matters more. 
Through experimentation, we found the following 
indicators of AI success:

	– Try-on content-creation frequency — how 
often users visualize themselves in fashion 
brands’ catalog styles

	– Peer influence — how likely a user would be to 
see another user’s style and try it on themselves

	– Content-led transactions — tracking sales 
driven by user-generated content

	– Retention and return rate — behavioral metrics 
indicating satisfaction and utility

These metrics reflect a deeper insight: using 
GenAI for try-on isn’t about automating output. 
It’s about surfacing intent. The focus has shifted 
from fit-accuracy benchmarks to experiential ones. 
How many styles do users explore per session? Do 
they come back to restyle? Do they integrate these 
looks into their social content? 

By allowing users to visualize themselves in any 
look — styled, customized, and shared from any-
where by anyone — we found that people are less 
focused on trying individual items and more driven 
by achieving a cohesive style. This is what fashion 
brands are missing as they try to sell items to con-
sumers without knowing what they are looking for.

N E X T  S T E P S

The growth of GenAI coincides with cracks in the 
influencer economy. A new creator economy is 
forming, one that emphasizes value over viewer-
ship. So far, most of the creator economy remains 
under-monetized.
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We surveyed more than 3,000 Wear It AI’s users 
who identify as content creators and over 30 
small and medium-sized fashion brands. They 
consistently expressed frustrations with existing 
advertising and sales channels. On platforms like 
TikTok and Instagram, content creation is satu-
rated and undercompensated. Brands struggle to 
quantify ROI, and creators struggle against incon-
sistent income and burnout. Even talented stylists 
and designers find it hard to convert effort into 
income. 

AI offers a new path — not by replacing their 
creativity, but by giving them platforms to scale 
it. By allowing fashion lovers to generate them-
selves realistically in any style, they can create 
and model entire collections, monetize directly 
from looks, and guide product engagement based 
on their taste. In contrast to traditional influ-
encer marketing, this lets every consumer be an 
influencer as AI empowers them with high-quality 
visuals to use as consumable content.

Importantly, consumers can create before owning 
physical items, and brands don’t have to own 
inventory. They can build style catalogs from 
digital imagery and AI-generated collections. This 
shifts power from social media toward individual 
consumers, defining a new layer of commercial 
engagement that traditional e-commerce and 
social media weren’t built to support.

AI is poised to disrupt the industry’s domi-
nant operating model: fast fashion. Despite 
its well-documented environmental harm, fast 
fashion thrives economically by offering a quicker, 
cheaper solution to recurring human desires. 

AI offers the chance to reinvent this equation by 
moving the data collection of consumer demand to 
earlier in the trend-prediction phase using imagery 
alone. By detecting trends on social media and 
using their established supply chain, fast-fashion 
brands can run experimental batches to collect 
validating sales data before scaling up new-
product production. 

As online retail becomes the dominant commerce 
channel and consumers rely on digital content to 
make decisions, AI-generated product imagery 
may soon precede physical samples entirely. 
If supply chains can keep pace — and factory 
automation advances — brands will gain an 
unprecedented ability to test assumptions about 
consumer preferences, shopping behavior, and 
self-expression through style. This shift toward 
on-demand manufacturing offers a powerful path 
to eliminating overproduction — ultimately, a 
critical step toward saving the planet.
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These insights from the fashion industry expose 
the deeper implications of AI adoption. It’s not 
merely a matter of efficiency or cost— it’s about 
access, empowerment, and authenticity. As AI 
evolves, its true success should be measured 
by how effectively it enables self-expression. 
The future lies in open experimentation, where 
traditional gatekeeping becomes obsolete.
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In risk-sensitive and regulated sectors, simula-
tion is used to estimate utility only after a model 
has been developed. As this article explores, 
however, adopting a simulation-first paradigm is 
more beneficial: building a workflow simulation 
to explore how predictions of varying quality will 
affect KPIs before starting model development. 
This gives teams an early answer to a critical ques-
tion: “Would a model even help here, and if so, how 
good would it need to be?”

This piece first examines why models that 
perform well on narrow tasks may fail to deliver 
value in real-world settings. It then reviews how 
simulation is currently used to evaluate AI sys-
tems and introduces a simulation-first approach 
that places operational context at the center of 
model development. To illustrate the benefits of 
this perspective, the article describes a project 
from the author’s research: one aimed at reducing 
blood-product waste at a major London hospital. 
(The examples presented are mainly drawn from 
healthcare; however, the article also considers how 
a simulation-first approach can be applied in other 
industries.)

W H Y  G O O D  M O D E L S  F A I L

It is common practice to evaluate traditional ML 
models using predictive metrics, such as precision, 
recall, or mean squared error. General-purpose 
AI models, such as large language models, are 
typically benchmarked across a wide range of 
tasks, while enterprise deployments often rely on 
custom evaluation sets to assess whether a model 
performs acceptably for a defined use case.

These metrics are essential for judging perfor-
mance on narrow tasks. In relatively simple feed-
back loops, such as recommending a product or 
serving an advert, they may be sufficient. In such 
settings, it is often straightforward to measure 
business value through A/B testing and iterate 
quickly using live deployments. But when AI and ML 
models are incorporated into more complicated 
workflows, these metrics are no longer a reliable 
proxy for real-world value. A wide range of factors 
can limit whether a well-performing model leads 
to meaningful impact.

The timing of a prediction can be critical. For 
example, the utility of an ML model developed to 
identify patients who might benefit from palliative 
care planning was limited in simulation studies by 
the fact that hospital staff were often too busy 
to act on predictions before the patients were 
discharged.1

Resource constraints present another challenge. 
Accurate sepsis-prediction models may fail to 
improve patient outcomes if there are only a 
small number of intensive care unit beds; there 
may simply be no capacity to respond to the early 
warnings.2

As AI and machine learning (ML) capabilities continue to advance, they will increasingly 
be embedded into complex operational workflows. In these settings, it is essential to 
evaluate their impact within an organization using KPIs rather than standard model 
prediction metrics or benchmark scores. Good models are unlikely to deliver value if  
they cannot be used within the constraints of a workflow. 
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Data quality can also break the link between model 
performance and value. A diabetic retinopathy 
screening tool deployed by Google in Thailand 
struggled in real-world conditions because the 
retinal scans collected by nurses were often of 
insufficient quality for the model to analyze.3

Human behavior and workflow fit can also limit the 
benefits of a good model. In the pharmaceutical 
supply chain, a study found that staff frequently 
overrode highly accurate algorithmic forecasts in 
an effort to incorporate their knowledge, and this 
led to poor predictions.4 Primary care providers 
have reported that a key barrier to doctors using 
decision support tools is the perception that they 
disrupt the consultation and slow down work.5

These examples highlight the need to consider 
not just the performance on the predictive task, 
but the broader organizational context in which 
the model will be used. Good performance on 
an isolated benchmark may not translate into 
real-world value if the model’s output cannot be 
acted on effectively within the constraints of 
the surrounding workflow. 

The path from prediction to impact is often more 
complex than it first appears due to timing, 
resource availability, data quality, and human 
factors. To ensure models contribute meaningfully 
to business or organizational goals, their develop-
ment should be guided from the outset by a clear 
understanding of the processes they are intended 
to support.

C U R R E N T  U S E  
O F  S I M U L A T I O N  
F O R  E V A L U A T I O N

By replicating key elements of the workflow, 
simulation allows teams to explore the potential 
impact of a model’s predictions with fewer regu-
latory and safety hurdles than would be required 
for a pilot study or live deployment. For example, 
researchers used simulation to assess how pre-
dictive admission and discharge policies affect 
patient flow in hospitals, and another research 
group modeled discharge decision-making 
to estimate the potential impact of a triage 
support tool.6,7

Simulation is also central to the design and use 
of digital twins, which have become increasingly 
popular in manufacturing, logistics, energy, and 
healthcare. Digital twins are high-fidelity virtual 
representations of real-world systems that are 
frequently updated to reflect the current state 
of their physical counterparts. This allows ML 
models to be evaluated in realistic operational 
environments, such as testing a predictive main-
tenance model within a factory twin or inserting a 
forecasting model into a simulated warehouse to 
assess effects on stock levels or delivery delays. 
These tools are widely used for robustness testing, 
scenario evaluation, and deployment planning, 
but typically only after a model has already been 
developed.

In many sectors, there are significant barriers 
to starting model development. In healthcare, 
working with patient-level data often requires 
extensive ethical approvals, formal data govern-
ance procedures, and secure computing environ-
ments. In such cases, before committing resources 
to these processes, it is valuable to understand 
whether a model is likely to deliver impact even 
if it performs well. 

A  S I M U L A T I O N - F I R S T 
A P P R O A C H

A simulation-first approach deploys the same 
tools used in post hoc evaluation but applies them 
at the start of the process, changing the focus 
from validating a built model to deciding whether 
to build one at all. 

By injecting synthetic AI or ML model outputs (e.g., 
predictions, recommendations, generated content) 
of varying quality into a simulator that models the 
workflow, teams can explore how the model’s per-
formance translates into operational value. Would 
perfect foresight improve outcomes? If not, there 
may be little reason to invest further. But the case 
for development becomes stronger if a reasonably 
accurate model could generate impact.

This early insight can support project prioritiza-
tion. There are always many competing projects for 
a limited data science team and multiple places 
in a workflow where AI could be useful. Simulation 
allows teams to compare these opportunities 
based on likely business value before committing 
to data collection or model development. 
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A simulation-first approach also encourages early, 
cross-functional collaboration. To simulate a 
system, data scientists must engage with domain 
experts to understand decisions, constraints, 
and KPIs before model deployment is considered. 
These conversations ensure that the model’s 
performance is measured against the outcomes 
that really matter to the organization.

Crucially, a simulation-first approach enables 
experimentation not only with ML models them-
selves but also with the workflows in which they 
operate. For instance, a model may only deliver 
value if surrounding processes are adapted to act 
on its predictions — and if decision makers are 
willing to trust and use them. Simulation pro-
vides a safe environment to (1) test those adap-
tations without disrupting live operations and (2) 
understand whether taking full advantage of new 
technology will require bigger changes than simply 
replacing one part of an existing process. 

This approach is intuitive and has been applied 
in a limited number of studies on supply chain 
forecasting and resource allocation.8-12 In settings 
where development is costly due to regulatory 
approvals, privacy risks, or high labeling effort, 
a simulation-first strategy offers a low-risk way 
to focus resources where they will most likely 
deliver value.

C A S E  S T U D Y :  
R E D U C I N G  W A S T E  
O F  B L O O D  P R O D U C T S

Platelets (blood components essential for clotting) 
present a unique inventory challenge. With a shelf 
life of (at most) five days, hospitals must carefully 
balance stock levels to ensure they have enough on 
hand to meet unpredictable demand while avoiding 
waste due to expired units. At a large London 
teaching hospital, my research team observed 
that many platelet units were returned from wards 
unused after being requested by clinicians. The 
standard policy — issuing the oldest available unit 
— is optimal when all issued units are transfused. 
However, when units are returned, this practice 
often prevents them from being reissued before 
expiring.

This seemed like a good opportunity to use data 
to improve practice. If an ML model could predict 
which requests were likely to result in returns, it 
could support a new policy: issuing the oldest units 
when a transfusion is likely and the youngest when 
a return is expected. This approach would increase 
the chances that returned units remain usable.

However, building the model would require patient-
level data, involving long approval processes, 
integration of data from multiple health systems, 
and a significant investment of analyst time. 

We therefore began by building a simulator to 
model the workflow in the hospital blood bank, 
including placing a replenishment order in the 
morning, selecting a unit to meet each clinical 
request, and disposing of expired units at the end 
of each day. We then simulated predictions from 
models with various levels of performance and 
assessed how they would affect key outcomes like 
waste and service level. 

Model performance was controlled by adjusting 
the assumed sensitivity and specificity of the 
predictions. These measure, respectively, how well 
the model identified the cases we wanted to flag 
and how well it avoided false alarms. Each ranges 
from 0% to 100%. By setting both values to 100%, 
we could test whether even perfect predictions 
would make a difference. By varying sensitivity 
and specificity, we explored how different levels of 
performance would translate into improvements.

The results showed that the model was worth 
building. A moderately accurate model would 
meaningfully reduce waste, assuming the predic-
tion was acted on. We observed that there was a 
much larger improvement when the issuing policy 
was combined with optimized replenishment 
orders (how many units the blood bank should 
order from its supplier each day). This opera-
tional insight, showing how changes to multiple 
decision-making processes interact, would have 
been impossible to learn from predictive perfor-
mance metrics alone.
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The simulation results gave our team the con-
fidence to proceed with model development, 
knowing that the time and effort required 
to secure and process clinical data would be 
worthwhile. Once the model was developed, the 
workflow simulator was used to help tune the 
hyperparameters of the ML model and estimate 
its real-world impact. We also explored how these 
benefits might vary across hospitals, finding 
that the model would be especially valuable in 
hospitals where a greater proportion of units are 
returned and where units tend to be older upon 
delivery. This demonstrates that a good simulator 
can support evaluation throughout the model 
development process.

Just as importantly, building the simulator 
prompted early engagement between stake-
holders. Blood bank staff, clinicians, and data 
scientists worked together to define the decisions 
that mattered, the constraints that applied, and 
the metrics that should be used to determine 
success. This collaboration ensured that any model 
developed would be evaluated against practical 
criteria and shaped from the outset to fit the 
real-world context in which it would operate.

The simulation-first approach helped us iden-
tify whether ML would add value, how good the 
model would need to be to be “good enough,” 
and whether it would be useful in a workflow not 
originally designed for ML. The resulting policy 
is being tested further — not just because a 
model was built but because the system around 
it was understood, challenged, and carefully 
modeled.13 

B R O A D E R  A P P L I C A T I O N S

This article focuses on healthcare, but a 
simulation-first approach is equally applicable 
to situations in which success depends not only 
on model quality but on understanding how to 
integrate the model into a workflow or navigating 
barriers to model development.

In the energy sector, forecasting models are crit-
ical for balancing supply and demand, especially 
with increasing reliance on renewables. Deploying 
a new demand-forecast model involves more 
than improving predictive accuracy; it requires 
understanding how grid operators will act on 
those forecasts and how their decisions affect 
overall system stability, cost, and emissions. 

A simulation-first approach could help teams 
investigate these dynamics safely before com-
mitting to model development or infrastructure 
changes.

In manufacturing and logistics, a simulation-first 
approach could help teams assess whether pre-
dictive maintenance models or delay forecasts 
would meaningfully reduce downtime or improve 
service levels, especially when predictions must be 
embedded in tight production schedules or just-in-
time inventory systems. Similarly, in public service 
delivery such as social care, emergency response, 
or transport planning, simulation-first could help 
teams assess whether better predictions about 
risk or demand would lead to improved outcomes 
or simply shift bottlenecks elsewhere.

C O N C L U S I O N

In domains like digital advertising or product 
recommendation, A/B testing and rapid iteration 
make it straightforward to link model performance 
to business value. In contrast, that connection is 
much harder to establish in settings where inter-
ventions are high-stakes, data access is restricted, 
and broader system constraints limit how model 
outputs can be used. The simulation-first approach 
helps teams prioritize projects with the greatest 
potential for real-world impact by assessing a 
model’s likely business value before it is built — 
grounding that evaluation in a realistic simulation 
of how decisions are actually made.

Standard performance metrics used to evaluate 
ML and AI models offer only a partial view of a 
model’s usefulness. A simulation-first approach 
focuses evaluation on the KPIs that truly matter 
while encouraging early collaboration and exposing 
hidden constraints, ensuring that new models are 
accurate and impactful.
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The core question is not whether AI will trans-
form expertise. Rather, it’s: “How can organiza-
tions systematically identify and prepare for the 
capability thresholds that trigger market transfor-
mation?” This article introduces a framework for 
recognizing these transformation thresholds and 
navigating the transition from expertise scarcity 
to abundance.

We’re witnessing the commoditization of expertise 
itself — the metamorphosis of knowledge from a 
scarce resource jealously guarded by organizations 
into an abundant capability that AI can access, 
replicate, and scale with unprecedented speed. 
This represents a fundamental restructuring of 
how organizations generate and capture value 
from human knowledge.

T R A N S F O R M A T I O N 
T H R E S H O L D S :  T H E  
C O R E  F R A M E W O R K

Understanding when AI capabilities cross perfor-
mance thresholds that trigger market transforma-
tion requires a systematic approach. Drawing from 
my work on the intelligent enterprise concept,1 
I propose that transformation thresholds manifest 
across three critical dimensions:

1.	 Performance parity thresholds — when 
AI capabilities match human expertise in 
measurable outcomes

2.	 Economic viability thresholds — when AI imple-
mentation costs fall below human expertise costs

3.	 Adoption acceleration thresholds — when 
organizational resistance to AI implementation 
collapses

These three thresholds rarely align temporally, 
creating complex transitions that challenge 
traditional strategic planning. The intelligent 
enterprise framework, which uses the Adaptive 
Response Framework (observe, orient, decide, act 
[OODA]), provides a methodology for continuously 
monitoring these threshold approaches.

Business leaders face a fundamental challenge in the AI era: identifying when emerging 
technologies will cross transformation thresholds that fundamentally reshape their 
markets. The genomics revolution provides a compelling preview. What once required 
decade-long agricultural innovation cycles now unfolds in 18 months, as AI systems 
analyze genomic patterns across vast combinatorial spaces. This compression of 
expertise development from careers to quarters creates what I call the “transformation 
threshold” challenge.
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T H E  G R E A T  A C C E L E R A T I O N

To comprehend the velocity of this shift, con-
sider the trajectory of agricultural knowledge. For 
10,000 years, farming expertise passed from gen-
eration to generation through oral tradition and 
apprenticeship. The mechanization of agriculture 
unfolded across 150 years, during which workforce 
participation in farming declined from approxi-
mately 70% in 1840 to less than 2% in developed 
nations today.2 What previous generations achieved 
through centuries of gradual progress, today’s AI 
systems accomplish in months.

This compression of innovation timelines tells a 
compelling story. Operations research (the dis-
cipline of optimizing complex decisions through 
mathematical analysis) offers a revealing prece-
dent. Born from wartime necessity, it evolved over 
seven decades from the exclusive province of PhD 
mathematicians into software any competent 
manager can deploy. The Franz Edelman Award 
winners alone generated US $250 billion in savings 
by encoding expert judgment into replicable algo-
rithms.3 That figure represents a quarter-trillion 
dollars’ worth of value created by transforming 
scarce human expertise into abundant computa-
tional capability.

AI achieves comparable transformations in much 
less time. The Human Genome Project consumed 
$2.7 billion and 13 years to sequence the first 
human genome (1990 to 2003). Next-generation 
sequencing accomplishes the same task for less 
than $1,000 in under 24 hours.4 

Between 2018 and 2023, language models pro-
gressed from simple text completion to demon-
strating complex reasoning capabilities, with 
each iteration exhibiting emergent properties 
that surprised even their creators.5 Academic 
research from multiple institutions confirms 
these rapid capability improvements, though the 
true reasoning capabilities of current AI systems 
remain subject to debate.

This acceleration fundamentally alters organiza-
tional transformation dynamics. Economist Paul 
David documented how electric motors, despite 
installation in the 1890s, did not yield meaningful 
productivity gains until the 1920s (after factories 
reimagined their entire operational architecture 
around distributed rather than centralized power).6 
Of course, unlike industrialists who enjoyed a gen-
eration to adapt, today’s executives face exper-
tise disruption cycles measured in months, not 
decades.

T H E  S Y M B I O S I S 
I M P E R A T I V E

Conventional analyses of AI transformation 
stumble because they frame the question as 
human versus machine, replacement rather than 
recombination. Nature offers more sophisticated 
models. Consider the peculiar partnership between 
zebras and ostriches on the African savanna. The 
ostrich possesses exceptional eyesight but poor 
hearing and smell. The zebra’s sensory profile is 
precisely opposite: acute hearing and smell but 
mediocre vision. Together, they form a defensive 
system superior to what either could achieve alone.

This biological principle (mutualism) provides 
the blueprint for human-AI collaboration in 
the intelligent enterprise. As I have argued in 
previous work on this concept, the intelligent 
enterprise integrates AI throughout organiza-
tions to augment human capabilities rather than 
replace them. Machines excel at processing vast 
datasets with unwavering precision. Medical AI 
systems can process every journal article ever 
published, flagging obscure symptoms mentioned 
in foreign-language footnotes that might unlock 
a diagnosis, a capability that transforms how we 
think about medical expertise distribution. AI has 
achieved parity-level accuracy in medical imaging, 
matching board-certified radiologists. This doesn’t 
eliminate the need for human doctors; it trans-
forms their role from image analysis to complex 
decision-making.7
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However, the success of human-AI collaboration 
is far more complex than optimistic projections 
suggest. Research demonstrates that human-in-
the-loop systems can actually reduce AI perfor-
mance compared to full automation, depending on 
the specific task, human operators involved, and 
implementation context. This complexity requires 
structured decision-making frameworks rather 
than assumptions about synergy.

Machines remain remarkably inept at capabilities 
humans consider trivial. They cannot read the 
subtle contextual cues that experienced profes-
sionals detect, such as the way a patient describes 
pain that suggests psychological rather than 
physical origins, the almost imperceptible ten-
sion in a negotiation that signals a deal is about 
to collapse, or the behavioral patterns of team 
members that indicate brewing conflict.

This tacit knowledge, which polymath Michael 
Polanyi estimated comprises 70%-80% of organi-
zational knowledge, resists codification because it 
emerges from lived experience rather than explicit 
rules.8,9

T H E  O O D A  L O O P  A S  A 
T R A N S F O R M A T I O N  E N G I N E

Military strategists have long understood how to 
operate in environments of extreme uncertainty. 
Their OODA loop framework offers surprising 
insights into how expertise commoditization 
unfolds in practice. Originally developed for fighter 
pilots making split-second decisions, the frame-
work now illuminates how organizations can navi-
gate the turbulent waters of AI transformation.

In the observe phase, AI systems capture and 
process volumes of data that would overwhelm 
human analysts. But raw observation without 
interpretation is merely noise. The orient phase 
(in which patterns are recognized and theories 
formulated) represents the first level of expertise 
commoditization. AI systems can now generate 
multiple strategic scenarios, each backed by sta-
tistical analysis of probable outcomes. What once 
required teams of strategists working for weeks 
can be produced in minutes.

The decide phase remains fundamentally human. 
Choosing between AI-generated options requires 
understanding contextual factors that often exist 
in unstructured forms: organizational culture, 
stakeholder relationships, and long-term vision. 
Modern AI increasingly processes unstructured 
text, but the challenge lies in capturing experi-
ential knowledge that rarely gets documented, 
rather than quantification. Critically, the act phase 
creates new realities that no algorithm could fully 
anticipate. Each decision changes the environment 
in ways that require human judgment to interpret 
and manage.

This framework sheds light on why simple auto-
mation fails while human-AI collaboration suc-
ceeds. JPMorgan’s Contract Intelligence (COIN) 
system initially promised to eliminate legal work 
by reviewing commercial loan agreements in 
seconds rather than the 360,000 hours annually 
consumed by human lawyers. The system achieved 
99% accuracy in routine term extraction.10 But the 
real transformation came when lawyers, freed 
from document review, redirected their expertise 
toward complex deal structuring and relationship 
management. The commoditization of routine 
analysis elevated, rather than eliminated, human 
work.

T H E  U P S  R E V E L A T I O N

Perhaps no example better illustrates the messy 
reality of expertise transformation than UPS’s 
On-Road Integrated Optimization and Navigation 
(ORION) system. This case provides critical insights 
into transformation thresholds and the complexity 
of human-AI collaboration. The algorithm could 
calculate optimal delivery routes across millions 
of variables, promising significant efficiency gains.

Initial results proved catastrophic, demonstrating 
why transformation thresholds involve more than 
technical capability. Driver compliance languished 
below 30% as veterans with 15-20 years of route 
knowledge rebelled against mathematically 
optimal paths that ignored human reality.
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The breakthrough came from recognizing that 
driver expertise contained irreplaceable value — 
precisely the kind of tacit knowledge that creates 
implementation challenges. Drivers knew which 
customers had aggressive dogs, where construc-
tion delays were likely, and which dock managers 
insisted on specific delivery windows despite 
official policies. Rather than mandate compliance, 
UPS developed “experiential algorithms” that 
learned from driver deviations.

This transformation required three 
distinct implementation phases:

1.	 ORION 1.0 (2008–2010) — technology-centered 
approach that failed due to driver resistance

2.	 ORION 2.0 (2011–2013) — process-centered 
approach that still faced significant resistance

3.	 ORION 3.0 (2013–2016) — people-centered 
approach that achieved success through 
human-AI integration

Academic analysis decomposed the performance 
improvements into three components: pure 
algorithmic optimization achieved 5%-8% reduc-
tion in miles driven; improved driver compliance 
added 7%-10% efficiency gains, and human-AI 
synergy (bidirectional learning between drivers 
and algorithms) contributed an additional 5%-7% 
improvement.11 The combined system achieved 
17%-25% total improvement, but this success came 
only after recognizing that human-AI collabora-
tion requires careful design. The initial phases 
demonstrated how human-in-the-loop systems 
can underperform when implementation ignores 
human factors.

T H E  E C O N O M I C S  O F 
T R A N S F O R M A T I O N

Understanding when expertise shifts from scarcity 
to abundance requires careful attention to eco-
nomic thresholds. Goldman Sachs estimates that 
current enterprise AI implementation costs range 
from $50,000 to $500,000 for initial deployment.12 
But these figures tell only part of the story.

Independent research from academic institutions 
reveals that adaptation costs typically run two to 
three times the technology investment, encom-
passing workforce retraining, process redesign, 
change management initiatives, and productivity 
dips during transition.13 Organizations currently 
allocate 2%-5% of revenue to AI initiatives, 
reaching 10% in technology-intensive sectors.14

Critical performance thresholds determine eco-
nomic viability. The 95% accuracy threshold 
frequently cited in AI adoption represents not 
arbitrary performance targets but moments 
when algorithmic consistency begins to surpass 
human variability in economically meaningful 
ways. This threshold often falls slightly below 
peak human performance because it represents 
the point where AI’s consistency advantages 
offset human performance peaks, creating net 
economic value despite not exceeding the best 
human practitioners.

The cost dynamics follow predictable patterns. 
Research from academic institutions tracking 
AI development costs demonstrates how rapidly 
capabilities democratize: what cost thousands 
of dollars per million tokens in early models now 
costs $0.01 per 1,000 tokens, making AI analysis 
more economical than human review for many 
tasks.15

C A T E G O R I E S  O F 
T R A N S F O R M A T I O N

Through systematic analysis of transformation 
thresholds, four distinct patterns of expertise 
evolution emerge:

1.	 Commoditized capabilities represent exper-
tise where AI has definitively crossed perfor-
mance thresholds. Basic legal document review, 
routine medical imaging, and standard finan-
cial analysis increasingly fall into this category. 
These domains share characteristics: rule-based 
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processes, objectively measurable outcomes, 
standardized procedures, and abundant training 
data. The strategic imperative involves systematic 
transition planning rather than swift action alone. 
Organizations must develop internal capabilities 
to capture value from commoditized expertise 
while avoiding premium costs for capabilities 
competitors access at commodity rates.

2.	 Augmentation opportunities encompass 
domains where human-AI collaboration 
multiplies effectiveness. Complex medical 
diagnosis exemplifies this category; AI processes 
vast research libraries while physicians provide 
contextual interpretation and patient relationship 
management. Success requires designing inter-
faces that maximize both computational power 
and human insight. The goal isn’t replacing human 
judgment but amplifying it through algorithmic 
support.

3.	 Transformation candidates include expertise 
requiring fundamental reconceptualization to 
remain relevant. Project management illustrates 
this evolution: traditional scheduling exper-
tise becomes less valuable while orchestrating 
human-AI teams grows critical. Financial analysis 
shifts from spreadsheet manipulation to inter-
preting AI-generated scenarios. These capabili-
ties don’t disappear; they morph into forms that 
previous practitioners might not recognize.

4.	 Resilient differentiators comprise capabili-
ties where human judgment, creativity, and 
relationship building create value that resists 
commoditization. Complex negotiations, cul-
tural leadership, and strategic vision exemplify 
domains where success depends on trust, ambi-
guity navigation, and contextual understanding 
emerging from lived experience. Yet even these 
must evolve: yesterday’s differentiator becomes 
tomorrow’s commodity as AI capabilities expand.

L E A R N I N G  F R O M 
C O R P O R A T E  M O R T A L I T Y

The consequences of misreading expertise 
transformation are severe. Among Fortune 500 
companies from 60 years ago, nine out of 10 
have disappeared through bankruptcy, merger, 
or irrelevance. Kodak’s century of photographic 
expertise became worthless when digital cameras 
commoditized image capture. Blockbuster’s retail 
expertise became useless when streaming com-
moditized content delivery. These weren’t failures 

of execution but fundamental misunderstandings 
of how expertise commoditization restructures 
entire industries.

The pattern repeats with disturbing regularity. 
Tower Records dominated music retail through 
deep genre expertise and curated selections. When 
digital distribution commoditized access to music, 
the company’s expertise became a liability rather 
than an asset. Borders Books invested heavily in 
retail expertise while Amazon commoditized book 
distribution. These examples illustrate the chal-
lenge of identifying transformation thresholds 
before they reshape competitive dynamics. The 
organizations that succeeded were those that 
recognized threshold approaches early and reposi-
tioned their expertise portfolios accordingly.

T H E  P A T H  F O R W A R D

Organizations navigating transformation thresh-
olds must embrace four strategic imperatives:

1.	 Develop threshold monitoring systems. 
Traditional expertise developed over careers; 
commoditized expertise evolves over quarters. 
Organizations need systematic approaches to 
identifying when AI capabilities approach per-
formance, economic, and adoption thresholds 
in their specific domains. This requires contin-
uous capability assessment rather than periodic 
strategic planning.

2.	 Design for symbiosis. Stop asking whether AI 
will replace specific roles. Instead, reimagine how 
humans and AI can combine to create capabili-
ties neither possesses alone. UPS’s experience 
demonstrates that the highest returns come from 
bidirectional learning systems in which humans 
and algorithms continuously improve each other 
— but only when implementation addresses 
human factors rather than assuming automatic 
collaboration.

3.	 Embrace strategic ambiguity. In environments 
of rapid expertise commoditization, maintaining 
flexibility matters more than perfecting plans. 
Organizations need what I call “adaptive sensing” 
in my intelligent enterprise framework: the ability 
to recognize when capabilities approach trans-
formation thresholds and pivot accordingly. This 
requires cultural comfort with uncertainty and 
a willingness to abandon successful strategies 
before they become obsolete.
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4.	 Cultivate cognitive diversity. As AI commod-
itizes analytical capabilities, uniquely human 
perspectives become more valuable. But diversity 
alone isn’t sufficient. Teams need frameworks 
that allow professionals from different back-
grounds to collaborate effectively in guiding 
AI systems. The most successful organizations 
combine cognitive diversity with operational 
coherence.

F R A M E W O R K 
I M P L E M E N T A T I O N : 
T R A N S F O R M A T I O N 
T H R E S H O L D  M A T R I X

Building on the intelligent enterprise approach, I 
propose the Transformation Threshold Matrix as a 
practical tool for identifying and navigating exper-
tise transformation. This framework systematically 
monitors three threshold dimensions:

1.	 Technical capability monitoring — tracking 
AI performance against domain-specific 
benchmarks

2.	 Economic viability assessment — monitoring 
cost trajectories and implementation economics

3.	 Organizational-readiness evaluation — 
assessing internal capacity for expertise 
transition

Organizations can apply this matrix by:

	– Mapping current expertise portfolios against 
threshold proximity

	– Developing trigger-based transition strategies

	– Creating cross-functional threshold monitoring 
teams

	– Implementing continuous capability reassess-
ment protocols

This systematic approach helps organizations 
move beyond reactive responses to proactive 
threshold management.

C O N C L U S I O N :  
M A S T E R I N G 
T R A N S F O R M A T I O N 
T H R E S H O L D S

The expertise revolution is fundamentally about 
recognizing and navigating transformation 
thresholds. Organizations that master threshold 
identification and strategic transition will define 
the next era of competitive advantage.

JPMorgan didn’t eliminate lawyers when COIN 
automated document review; it elevated them to 
higher-value work. UPS didn’t replace drivers when 
ORION optimized routes; it enhanced their capa-
bilities through algorithmic partnership — but 
only after recognizing that human-AI collabora-
tion relies on systematic design, not automatic 
synergy. In each case, the commoditization of 
routine expertise created space for distinctly 
human contributions: relationship building, crea-
tive problem-solving, and navigating ambiguity.

The intelligent enterprise of the future won’t be 
one where machines replace humans; it will be 
where human judgment finds its highest expres-
sion, guided by systematic threshold monitoring 
toward decisions no algorithm could make alone. 
In this new landscape, competitive advantage 
won’t flow from hoarding scarce expertise but 
from orchestrating abundant intelligence (both 
human and artificial) in combinations that 
continuously evolve.

The question facing every organization is not 
whether transformation thresholds will reshape 
their industry; that outcome is mathematically 
inevitable given current trajectories. The question 
is whether they’ll develop an enduring capability to 
identify these thresholds before competitors and 
lead the transformation rather than react to it.

Success will belong to organizations that are wise 
enough to recognize that in an age of abundant AI, 
human expertise becomes more valuable, not less, 
but only when guided by frameworks that help us 
identify what expertise means in the first place.
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