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On “teleautomation”: When wireless is perfectly applied,
the whole Earth will be converted into a huge brain,
which in fact it is, all things being particles of a real and
rhythmic whole. We shall be able to communicate with
one another instantly, irrespective of distance … and the
instruments through which we shall be able to do this
will be amazingly simple compared with our present tele-
phone. A man will be able to carry one in his vest pocket.

— Nikola Tesla, 1926

Since Tesla’s prediction of “teleautomation,” it has taken
almost 80 years for the general public to experience
what has culminated into the Internet of Things (IoT)
and another 10 to truly accept it. The problem is that,
in recent years, a vast range of devices and systems
have been designed to support this new paradigm, but
with little regard to security or privacy — despite the
profound impact that breaches of either can have on a
user’s “real life.”

This edition of Cutter IT Journal features five articles
that discuss existing and future (but not at all fictional)
risks in what we currently call the Internet of Things
and that in the very near future will evolve into the
Internet of Everything (IoE). It presents examples of
risks and attacks in the different domains of our per-
sonal life, commercial world, and industry in which IoT
devices are used, and highlights the corresponding
technological and managerial challenges for confronting
— even anticipating and warding against — security
attacks.

The issue starts with an article from the two of us,
in which we provide a quick look into the cyber and
physical threats to the Internet of Everything. The
article decomposes the IoE into layers representing
the cyber and physical aspects that attackers can target
and proceeds with a report on threats, attacks, and their
impact to each layer. Providing examples from three
domains that are currently experiencing dramatic
changes thanks to IoT technologies (automobility,
domestic environments, and well-being/healthcare), it
serves as an introduction to the issues and challenges
addressed in more detail by the articles that follow. One
of the article’s key observations is that looking back in
history for inspiration may not be a bad approach when

it comes to securing the IoT, as many if not most of the
challenges it brings with it are by no means new.

We continue with an article by Cutter Senior Consultant
Claude Baudoin, who discusses the challenges of tack-
ling both connectivity and security in the Industrial
Internet of Things (IIoT) ecosystem, as these are intro-
duced through the needs of access control, data pro-
tection, design, and enforcement of policies and risk
management. The article’s focus is not only on the tech-
nological framework powering the IIoT and the use of
technologies for remote access/control and secure data
communication between devices. Instead, it provides an
example-driven holistic approach in which IIoT security
is pursued through the early adoption of policies in
IIoT systems design.

In “Social Engineering in the Internet of Everything,”
Ryan Heartfield and Diane Gan provide specific exam-
ples of complex and effective deception-based attacks.
Going beyond the reporting of actual attack cases, the
authors discuss a series of hypothetical but very con-
vincing social engineering attacks that can be facilitated
by smart connected devices in the IoE era. Asking the
question “Would your fridge lie to you?” they chart this
new and vast landscape of potential deception vectors,
which is a security angle that not many people have
started thinking about. Yet considering how conven-
tional phishing has evolved, it seems only logical that
IoE-based deception attacks constitute the next battle-
ground in cybersecurity.

Our fourth article is by David Tayouri, who discusses
the different threats that IoT devices are exposed to,
emphasizing personal, household, and everyday use
devices and giving examples of attacks or proven
vulnerabilities. In addition to identifying the threats,
Tayouri provides very clear and well-thought-out
suggestions as to what can be done in order to protect
the IoT against them and elaborates on the reason the
threats have not been effectively addressed up to now.
He concludes by proposing action on a number of
fronts: legislation, regulation, and, importantly,
consumer practices as well.

Opening Statement
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Finally, in “Security and Privacy in the Internet of
Things: How to Increase User Trust,” Dimitrios Kogias
discusses privacy issues related to the Internet of Things
and the impact security attacks on the IoT may have
on the protection of personal data. He also presents an
overview of privacy-enhancing technologies (PETs) and
security solutions and discusses how they can enhance
user trust in the IoT.

From this issue, there are several points to take away:

The wider the (inevitable) adoption of IoT technolo-
gies, the greater the range of cyber-physical threats
and risks to our professional and personal lives. The
physical world’s increasing dependence on the IoT
is a key factor in the proliferation of cyber-physical
attacks (i.e., cybersecurity breaches with adverse
physical impact). 

While the range of threats and risks is widening, 
age-old security design principles and cyberhygiene
can go a long way in helping protect the IoT land-
scape against threats to our security and privacy. 

For targets of higher criticality, such as those in the
Industrial Internet, a rigorous threat assessment and
appropriate governance and organization are neces-
sary to ensure the effectiveness of defense-in-depth
and any technical security solutions put in place.

The Internet of Things — or better, the Internet of
Everything — has yet to unfold its full potential to us:
a world where humans and machines can communicate

and collaborate for improving the quality not only of
life, but of everything. Again, Tesla prophesied it with
amazing prescience: 

We have soon to have everywhere smoke annihilators,
dust absorbers, ozonizers, sterilizers of water, air, food
and clothing, and accident preventers on streets, elevated
roads and in subways. It will become next to impossible
to contract disease germs or get hurt in the city, and
country folk will got to town to rest and get well.

It is up to the industry to take security into account
from the design phase of IoE devices — and up to the
users to demand it. We are confident that the articles
in this issue will trigger ideas and provoke thoughts in
this direction. We hope you will enjoy them.
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Prepare for the unknown by studying how others 
in the past have coped with the unforeseeable and
the unpredictable.

— George S. Patton

What does a quote by General Patton have to do
with cyber and physical threats and the Internet of
Things (IoT)? 

After over 40 years of the Internet faithfully serving
the needs of the Earth’s human population for infor-
mation, communication, and entertainment, we have
now entered the era of the IoT. Of course, when we refer
to the Internet, we also mean the Web and therefore the
Web of Things (WoT), where distributed applications
benefitting from networking through the Internet are no
longer a privilege of humans. Things can also take full
advantage of the capabilities, simplicity, and potential
of Web technologies and protocols. Following current
developments in this field, it is not difficult to see the
inevitability of the convergence of the two worlds, of
humans and of things, each using the Internet as a pri-
mary means of communication. Possibly the most appro-
priate term to describe this evolution has been proposed
by Cisco: the Internet of Everything (IoE), which “brings
together people, process, data, and things to make net-
worked connections more relevant and valuable than
ever before.”1 In the IoE era, machines are equal to
humans as Internet users.

In an ecosystem in which everything is connected, and
where physical and cyber converge and collaborate,
the threats of the two worlds not only coexist, but also
converge, creating a still largely unknown environment,
in which an attack in cyberspace can propagate and
have an adverse effect in physical space and vice versa.
So how can we be prepared for and confront this new
unknown? How can we study and learn from the ways
this has been dealt with in the past? First, it is impor-
tant to simplify the problem by attempting to identify
the components of IoE and the threats and effects an
attack can have in each one.

Composing the Internet of Everything
and Decomposing It to Its Threats
Let us pick up the thread of IoE evolution and follow
it back to its origin, identifying its composing elements
and corresponding threats in terms of attack impact
and means to achieve it. We will not use the standard
computer network practice of visualizing a layered
hierarchical structure, as the one found in OSI or
TCP/IP layers, but will structure the components based
on their physical or virtual representation, with the
cyberworld built on top of the physical (see Figure 1).
In this representation, we can identify four different
layers of components for the IoE:
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Cyber and Physical Threats to the 
Internet of Everything
by George Loukas and Charalampos Patrikakis
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1. The lowest physical layer corresponds to the “every-
thing” of the IoE, including humans and things (i.e.,
sensors, actuators, and embedded systems that com-
bine them). This is the basis of the physical part of
our representation, including all communicating
members in the IoE ecosystem. The impact of a pos-
sible attack here can directly affect humans or things
by causing an adverse physical effect to humans
or operation of devices that does not comply with
their specification or their users’ intentions. This
may require special hardware and equipment that
can affect the operation of machines and, through
them, the physical privacy, convenience, or —
in extreme cases — health and safety of human
beings (e.g., as a result of a physical explosion in the
context of the Industrial Internet or a malfunctioning
life support medical device).

2. The physical world representation is completed by the
telecommunications equipment. In a connected world,
we tend to take the telecommunications infrastructure
for granted, focusing only on protocols and applica-
tions. Even though an attack at this level would require
considerable access to resources, the results could be
catastrophic, as the clear impact of such an attack
would be to render all of the communication infra-
structure incapable of operation in its intended way
(or even to completely disable it). Such attacks are
achieved through special hardware, which is able either
to operate in a non-standard way (thereby overriding
communications) or damage communication equip-
ment (e.g., signal jammers, frequency transmitters).

3. From the physical part of the IoE pyramid, we now
move up to the cyber part, the lower layer of which
consists of the communication protocols. This part
is probably the most familiar to communication
engineers, as attacks here target the transport of data
in order to intercept it, modify it, and/or prevent it
from reaching its intended destination, or simply to
generate illegitimate traffic. As this is the most widely
studied layer, there are several means and tools for
achieving any kind of mischief in this space, such as
protocol sniffers and analyzers, packet generators,
and so on.

4. The top layer is the most recently introduced, but
also the one that is evolving the most quickly: the
Web of Things. Here, the attacks no longer target the
communication between IoE entities, but the actual
purpose for the communication, focusing on the
information/data and control. Depending on the
target, standard hacking tools or social engineering
can be used.

Based on these four layers, we refer to those attacks that
target the sensing and telecommunications infrastruc-
tures as physical security breaches, while we refer to
attacks that target the IoE at the level of the protocols
and the WoT as cybersecurity breaches. The following
is a brief overview of security threats that correspond
to each of the four layers.

Physical Security Breaches

Sensing

Depending on the type of sensing technology a system
uses, a capable adversary with physical access may
attempt to deceive the sensor.2 For instance, some
infrared sensors are known to have difficulty detecting
objects hidden behind window glass. Wearing a cos-
tume made of foam or other material that absorbs sound
waves can theoretically defeat ultrasonic motion sensors.
Full-body scanners based on backscatter X-ray imaging
technology might fail to detect a pancake-shaped plastic
device with beveled edges taped to the abdomen, a
firearm affixed to the outside of the leg and scanned
against a dark background, and so on. These techniques
for deceiving sensors used by physical security systems
have been proven experimentally and documented
publicly by researchers.3

One particularly impressive example of such experi-
mental attacks aimed to defeat lidar (Light Detection
and Ranging) by producing an overwhelming number
of spoofed echoes or objects.4 This could be loosely
characterized as a sensory channel denial of service
attack. A simpler but no less effective attack on cameras
has been demonstrated by the same authors.5 By emit-
ting light into a camera (e.g., with a laser pointer), they
showed that it is possible to blind the camera by render-
ing it unable to tune auto exposure or camera gain,
effectively hiding objects from its view.

Another interesting example is the use of sound-based
attacks that aim to impede the ability of drones to main-
tain themselves in an upright position. This approach,
described by researchers at the Korea Advanced Institute
of Science and Technology,6 works by generating a
sound at a frequency close to the resonant frequency 

In a connected world, we tend to take
the telecommunications infrastructure for
granted, focusing only on protocols and
applications. 
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of a drone’s micro-electro-mechanical-system gyroscope.
If the gyroscope’s resonant frequency is within the
audible range, as is the case for several types used in
commercial drones, the sound causes resonance. This
increases severely the standard deviation of the gyro-
scope’s output and consequently incapacitates the drone.
The civilian drone used in their experiments crashed
shortly after the attack every time.

Telecommunications

As telecom operators are rapidly embracing the cloud
in order to improve their efficiency in operations, ser-
vices rollout, and content storage and distribution, the
need for cloud security is becoming critical, yet security
strategies seem to be in place for only 50% of telecom
companies.7 In addition, the emerging trend of “shadow
IT” (i.e., the use of IT systems within an organization
without the involvement of corporate IT) intensifies
security and privacy risks, adding personal data
protection requirements to the traditional challenge
of uninterruptable service provision.

Cybersecurity Breaches

Protocols

In order to enable communication between things in
the IoE, different protocols governing communication
at all layers of the communication stack need to be
deployed, each presenting different challenges in
terms of security. Though the risks and impacts are
well known (i.e., interception of communications,
alteration of transmitted data, spoofing of information),
the tools and means that attackers can use to achieve
these impacts differ. As new protocols appear, new
threats (in the form of old ones appearing in new
clothes) arise, and countermeasures have to be rein-
vented. Unfortunately, there is no recipe for success
here, as past experience is only to the advantage of
the attackers. After all, you have to know the threat
before you can confront it.

Web of Things

As in the case of the World Wide Web, attacks here may
have little to do with the communication or even the
computing infrastructure. The virtualization offered by
the Web, where traditional services have been substi-
tuted by their “e-quivalents,” has opened a new world
of cyber rather than physical threats. Instead of some-
one capturing something tangible and asking ransom
for it, ransomware can block access to an electronic
asset or service and ask for ransom in an automated

manner. In the case of devices and things being part
of the WoT, the situation can get even worse: seizing
access to critical infrastructure could lead to serious
hazards affecting public health or other key public sec-
tor services. With electronic devices controlling practi-
cally every critical infrastructure, from power grids to
telecommunications and even elections, protecting the
connected things over the Web from cyberattacks is
critical.

An Overarching Threat: Deception
Traditionally, the attack avenue that has overcome most
technical security measures is deception. In computer
security, the term used is “semantic attack,” which is
“the manipulation of user-computer interfacing with
the purpose to breach a computer system’s information
security through user deception.”8 Although not as pre-
cise, an umbrella term that is commonly used for both
technical and nontechnical deception attacks of this
sort is “social engineering.” Social engineering attacks
can range from email phishing and infected website
adverts to fraudulent Wi-Fi hotspots and USB devices
with misleading labels, all of which aim to lure human
users into disclosing private data, such as their pass-
word, or performing some compromising action such as
downloading malware. The great strength of deception-
based attacks is that technology security measures can
be rendered irrelevant. For instance, it does not matter
whether users have installed strong firewalls and
antivirus systems in their home network if they them-
selves are fooled into downloading malware on the
smartphone that they have linked to all their smart
home devices.

To an extent, the concept of deception can be extended
to physical threats. Examples would include most sen-
sory channel attacks described in the previous section,
as their aim is likewise to deceive (in this case a sensor
rather than a user). Sensor-based systems are designed
and operate with the assumption that they can trust
their sensors to provide an honest — even if inaccu-
rate — representation of their physical environment.
Sensory channel attacks ensure that this is not the case.

The need for cloud security is becoming
critical, yet security strategies seem to be
in place for only 50% of telecom companies.
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Use Cases 
To illustrate the extent and breadth of cyber and physi-
cal threats to the IoE, we have chosen to focus on the
aspects that directly and comprehensively affect a
citizen’s actual safety and perception of safety. In this
section, we discuss the brief history, current state, and
future of physical and cyber threats to automobility, the
domestic environment, and well-being. For each one,
we investigate whether General Patton’s approach of
turning to (safety and security) history for solutions
would help.

Automobility
Over the past seven years, attacks on modern connected
cars have become a highlight in pretty much every
high-profile security conference. It would not be an
exaggeration to observe that there is such a thing as
automotive cyber fatigue, with reports of different
models of cars hacked making the news every week.
In fact, it is seen as so obvious that citizens’ private cars
will become targets of cyberattacks that researchers
have already started studying the impact that future
cybersecurity warnings will have on drivers.9 Will
drivers interpret the warnings correctly? Will they be
affected psychologically, and would that by itself com-
promise their safety? This is a concern in the IoE in gen-
eral. It is accentuated in the automotive sector because
of the imminent danger to drivers and passengers posed
by a mere distraction from a security warning, let alone
an extensive security breach affecting the engine or
brakes.

But surely this is not the first time the automotive
industry has had to deal with driver distraction from
warnings. The European Union (EU), US, and several
countries have developed rigorous guidelines for the
provision of information to drivers in a manner that
reduces driver distraction by taking into account single
glance duration, amount and priority of information,
and so forth. In 2015 the International Organization of
Motor Vehicle Manufacturers issued a recommended
worldwide distraction guideline policy,10 which can
be adopted by engineers developing mechanisms and

content for in-car cybersecurity warnings as well. It is
also not the first time the automotive security sector has
dealt with command injection attacks that render critical
systems unavailable. For example, large-scale EU-funded
projects, such as FP7 EVITA,11 have provided practical
solutions for securing the communication and embed-
ded computation of modern cars since the previous
decade, long before concerns about the cybersecurity of
cars reached the mainstream media. The increased vul-
nerability of modern cars to cyber-physical threats due
to recently introduced technologies can be addressed
with existing security mechanisms, as long as the buyer
is willing to pay for them. So, it is more a matter of price
elasticity than of availability of cyberprotection solutions
for cars.

Currently, sensory channel attacks can be considered
too exotic to be a significant concern. This is expected
to gradually change as automation and reliance on
sensing increases, especially in the automotive sector.
A prime example is the driverless car, which is expected
to become a commercial reality in the next decade.
As driverless cars depend heavily on lidar, a low-
cost device that generated volumes of misleading
fake objects would render them completely unable to
operate. This would be a very intelligent type of attack
without doubt, but from the perspective of automotive
safety, the end result is an unreliable or unavailable sen-
sor. If one ignores for a moment the malicious intent,
this is just one more case of a sensor reliability problem,
which mathematicians, computer scientists, physicists,
and engineers have addressed in great detail over sev-
eral decades. After all, given the adverse environment
in which a car’s sensor operates, it is much more likely
to fail naturally than as a result of a sensory channel
attack. Therefore, redundancy (i.e., using more than
one sensor for the same data collection, often supported
by an algorithm for estimating a sensor’s predicted
measurements) and diversity (i.e., using more than
one type of sensor for the same problem and cross-
correlating their data) are natural solutions for cyber-
physical resilience, too.

The Domestic Environment
Most smart home devices are small and inexpensive.
They frequently have to offload their processing and
storage to a cloud environment and rely on the home
router for security, unable to provide any sophisticated
onboard protection mechanism. On a real-world com-
mercial level, security is usually limited to a simple
authentication mechanism, typically a password, which
is often left to its factory default, in addition to HTTPS
encryption of network traffic. Guessing or stealing the

It is seen as so obvious that citizens’ private
cars will become targets of cyberattacks
that researchers have already started study-
ing the impact that future cybersecurity
warnings will have on drivers.
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password via commonplace social engineering semantic
attacks or compromising any of the control interfaces
of the smart home, such as the owner’s smartphone or
a corresponding cloud-based interface, is sufficient to
take full control of its devices. In practice, it has been
argued that a typical smart home’s only real protection
is the fact that network address translation (NAT) pre-
vents individual devices from being directly visible on
the Internet and that the number of devices globally is
still not large enough to economically justify the focus
of organized cybercriminals. This is rapidly changing.
The total number of connected devices (including smart
homes, wearables, and other smart devices) is projected
to grow to between 19 and 40 billion globally by 2019.12

Yet the reality is that almost all actual cybersecurity
breaches publicly reported in this context have involved
no extraordinary effort or advanced hacking techniques
and would have been prevented if common sense and
age-old security design principles, such as those pro-
posed by Jerome Saltzer and Michael Schroeder in
the 1970s, had been followed (see sidebar).13 Take, for
instance, the principle of the least common mechanism.
Companies that develop cameras for home automation
systems tend to reuse their code for multiple versions
and multiple models, but assumptions originally made
about their use may no longer be valid as more features
are added, leading to libraries with excess features and
security holes. Similarly, such principles as economy of
mechanism and minimization of attack surface are com-
monly violated by smart lock developers. For example,
in a home with multiple door entrances (e.g., a main
one with a smart lock and a conventional one from the
garage), a user may accidentally unlock more doors
than the one they used when returning home. That is
because of the (possibly excessive) auto-unlock feature,
which unlocks a door when the user is returning home
and is within 10 meters (for Bluetooth low energy) of
the door. However, just because a user is near a door
does not necessarily mean that they intend to unlock it. 

Similar examples of violations of the basic security
design principles can be found behind most security
failures in domestic environments. The problem is
that embedded system developers simply do not know
them. In fact, these principles (as well as other relevant
subjects, such as wireless networks and cloud comput-
ing) are often omitted from the curricula of software
engineering bachelor’s degree programs. Making sure
that basic security design principles are included in soft-
ware developers’ education and expected by standard-
ization bodies would be sufficient to prevent the vast
majority of security breaches without needing to
develop new security technologies.

Well-Being and Healthcare
The episode of the TV drama Homeland in which terror-
ists assassinate a senator by tampering with his pace-
maker (accelerating his heartbeat) was seen by many
as far-fetched, but it was a scenario that former US Vice
President Dick Cheney considered sufficiently realistic
in 2007 to ask his doctors to disable his pacemaker’s
wireless functionality.14 This was long before “connected
healthcare” and today’s numerous options of available
wearable devices. In fact, the term “wearable” already
falls too short in describing the variety of devices
capable of monitoring and wirelessly reporting on 
well-being and personal health status. If we were to
correctly identify all options, then we should also add
implantable, adhesive, patched, and even ingestible
devices. Regarding the latter, the US Food and Drug
Administration (FDA) recently declined to approve
the first mass-market drug incorporating an ingestible
sensor (a collaboration between Proteus and Otsuka
Pharmaceuticals), instead requesting more tests and
“data regarding the performance of the product under
the conditions in which it is likely to be used, and fur-
ther human factors investigations.”15

Despite this temporary regulatory roadblock, it is
inevitable that personalized, daily monitoring of our
health conditions and well-being will be carried out
through the use of one or more devices, while it is also

Saltzer and Schroeder’s 
Security Design Principles

1. Economy of mechanism. Keep the design as simple and small
as possible. 

2. Fail-safe defaults. Base access decisions on permission rather
than exclusion. 

3. Complete mediation. Every access to every object must be
checked for authority. 

4. Open design. The design should not be secret.

5. Separation of privilege. Where feasible, a protection mechanism
that requires two keys to unlock it is more robust and flexible than
one that allows access to the presenter of only a single key. 

6. Least privilege. Every program and every user of the system should
operate using the least set of privileges necessary to complete
the job.

7. Least common mechanism. Minimize the amount of mechanism
common to more than one user and depended on by all users.

8. Psychological acceptability. It is essential that the human inter-
face be designed for ease of use, so that users routinely and
automatically apply the protection mechanisms correctly.
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only a matter of time and acclimation before we widely
accept a more active role for these devices: insulin
pumps, drug infusion pumps, and pacemakers with
integrated defibrillators. The FDA has already acknowl-
edged the criticality of the situation, issuing recommen-
dations on how manufacturers should safeguard medical
devices against cyberbreaches, making security by design
a top priority.

In terms of safety criticality, there appears to be a dis-
tinction between devices that are related to health issues
(e.g., a blood pressure monitor device and or app) and
those that relate to well-being (e.g., calorie calculators,
apps to help you cut smoking), but even this is debat-
able. Imagine your bedside device, programmed to lull
you to sleep through the gentle sound of waves and
wake you up at the right time (based on your sleep
cycle) with the sweet sound of a nightingale. It does
not take more than compromising your IFTTT account
to change the settings so that at 3 am you’re woken up
to a loud AC/DC power riff. Or consider a compromised
training app that pushed you to speed up for the last
mile on your jogging run, instead of stopping you based
on your (increased beyond normal) heart rate readings.
If you are in good health, these breaches would simply
be nuisances, but for a person with a heart condition,
they could be life-threatening incidents.

So where in security practice do we turn for inspiration
when it comes to protecting our well-being and health
from cyberattacks? Suitably, it is probably more about
hygiene (i.e., cyberhygiene) than anything else. Medical
devices in hospitals are notorious for relying on very
old operating systems (e.g., Windows XP in network-
connected MRI machines) that have long been dis-
continued in every other industry and are no longer
supported officially. It is not that demanding to expect
medical software developers to provide updates in the
same way as the rest of the IT industry, but will hospi-
tals install them? Introduction of cyberhygiene training
would be the minimum requirement for the needed
culture shift. It would also help if medical personnel
refrained from leaving Post-it Notes with their shared
account passwords on hospital computers. 

Then, there is privacy in wearables. This is commonly
based on proprietary/secret cryptography methods, so
as to tick the “encryption” box, but closed cryptography
is never as robust as open cryptography because it has
not been subjected to the same level of scrutiny. It is
a key principle in cryptography, set by Dutch cryptog-
rapher Auguste Kerckhoffs in the 1880s, that a crypto-
graphic system “must not be required to be secret, and
it must be able to fall into the hands of the enemy with-
out inconvenience.” Once again, following cyberhygiene
and age-old security principles should be sufficient to
thwart most realistic cyber-physical threats.

Parting Thoughts
Security is about protecting from realistic threats that
require realistic effort. Protecting against extraordinary
threats that require extraordinary effort has never been
a goal in this sector, because it would simply never be
practical. The advent of the IoT, and soon the IoE, has
undoubtedly expanded the attack surface and the range
of our daily life activities that are affected. By support-
ing devices rather than being supported by devices,
the Internet of Everything may be much larger than
the Internet we have become used to, but it is still the
Internet. If we have been able to produce trustworthy
communication over basic communication infrastruc-
ture and network protocols designed in the 1970s, there
is little fundamentally new in terms of emerging threats
in the IoE. It is still about protecting systems and net-
works by following security principles that have with-
stood the test of time, whether these are the original
principles by Saltzer and Schroeder, modern cyber-
security hygiene practices, or mere common sense,
preferably cultivated through security education for
software developers and awareness programs for users.
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While the explosion of the Internet of Things (IoT) will
present security risks in consumer-oriented applications
such as smart houses or health monitoring, the conse-
quences pale in comparison to the damage that can
be inflicted, whether accidentally or intentionally, on
critical infrastructures such as the electric grid, oilfields
and refineries, smart cities, transportation systems, or
nuclear plants. The ability to interconnect systems and
the desire to make data available remotely for oper-
ational and analytical purposes have outpaced the
implementation of appropriate security measures.

In this article I provide examples of the risks and a
discussion of the methods available for mutual identifi-
cation, authorization, and access control between IoT
devices and control systems, as well as protection of
data and commands as they cross the network. I will
also discuss how policies and risk management, not just
the technology, need to be components of the overall
approach.

IIoT vs. IoT
When we talk about the Industrial Internet of Things
(IIoT, or Industrial Internet for short), we imply that the
devices, and what we do with them and the information
they supply, serve the purpose of an industrial actor,
rather than that of a consumer. So we’re not signaling
to a person, based on sensing their jogging pattern, that
it is time to stop and drink water, or adjusting a house-
hold thermostat based on detecting that the owner is
10 minutes away from home after their day at work.
Instead, we’re automating or recording something
about a factory or other industrial environment and
making decisions that improve how this environment
performs. The Industrial Internet Consortium (IIC), the
most active nonprofit membership-based organization
in this domain, defines the IIoT as “the convergence
of machines and intelligent data,” or “an Internet of
things, machines, computers, and people enabling

intelligent industrial operations using advanced data
analytics for transformational business outcomes.”1

Note, in passing, that the last part of the sentence
(“enabling…”) distinguishes the Industrial Internet
from its predecessor, Supervisory Control and Data
Acquisition (SCADA). SCADA systems are usually
working in closed circuit, reacting in real time without
any longer-term analysis of the data they capture,
which they often do not even store.

The boundary between the consumer-oriented IoT and
the Industrial Internet is not sharp. Certain applications
overlap or form a continuum of solutions that can be
viewed from the perspective of an individual user or
from that of an industrial stakeholder. For example, a
smart home can function in a closed loop for the benefit
of its residents, but if the data from the home devices is
sent to the electric company, it can help it optimize the
delivery of electricity and decrease the cost of peak gen-
eration. There are similar examples of overlap in areas
such as remote patient monitoring, smart cities, water
management, smart cars, and more.

The distinction between the consumer and industrial
use of the IoT approach is not so much in the types of
devices used, or the nature of the analytics performed
on the data, as it is in the objectives of the system. The
consumer IoT is generally aimed at providing better
personal services, such as a more comfortable home
with lower energy bills, a faster route to one’s destina-
tion, or an alert that your prescription refill is ready
when you are driving near your pharmacy. The main
objectives of the Industrial Internet are things such as:

Preventing outages and failures

Decreasing energy usage in a factory

Scheduling equipment maintenance based on
actual usage, not on a fixed cycle time

Optimizing the routing of shipments based on
traffic conditions
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Tracking expensive assets to optimize their allocation

Surveilling unmanned locations

Detecting leaks and other hazards

Improving safety through personnel monitoring

For example, Marathon Oil, in collaboration with
Accenture, has equipped a refinery with gas detectors
that help create a real-time map of hazards in the con-
trol room. Operators wear connected devices that track
their location and movement, alert them when they
approach a dangerous zone (based on gas level sensors),
and send an alert if they stop moving. Incidents are
automatically logged. This deployment has resulted not
only in safety improvements, but also in greater regula-
tory compliance and better observance of safety rules by
personnel, who know that their movements are being
recorded and that this is to their benefit.

Security Challenges in the IIoT
It is hardly necessary to explain or justify that security
is a concern when we think of applying IoT technology
to industrial applications, but it is useful to consider
how it differs in this context from the consumer domain.
In the consumer-oriented IoT, some of the main threats
might be:

Stealing personal information, such as credit card
numbers

Finding out when a house is unoccupied (e.g., by
remotely observing the thermostat settings or the
energy consumption) in order to plan a robbery

Tracking delivery trucks in order to steal shipments
left at the doors of unoccupied homes

Tracking the movements of people (e.g., if they drive
in a connected car) for kidnapping purposes — a
problem endemic to certain developing countries

Nuisance actions, such as setting all the thermostats
in a neighborhood to the wrong temperature as a
misguided joke or as a “badge of honor” for hackers

Capturing a surveillance camera feed for intimida-
tion, blackmail, or the like

Done on a small scale, these actions are petty crimes.
Done on a large scale by an organized agent, in an area
where there are many connected homes and cars, they
could serve to create panic — a form of psychological
attack for economic or ideological purposes.

In the industrial world, the risks are generally different
and present immediate danger on a larger scale. Figure
1 is an oversimplified view of the components that
an Industrial Internet system connects. (Note that the
“actuator” part of a device is not always present. Many
devices in an IIoT network — and sometimes all of
them — are passive sensors.2)

Figure 2, by contrast, adds to this diagram the various
ways in which attacks can be performed on such a
system. This diagram shows three forms of attack,
against which most current systems are woefully
unprotected:

1. Eavesdropping. This is the least disruptive form
of attack, because intercepting traffic between
a device and a control system or an analytics
application does not directly impact its function.
Unfortunately, this also means that it is the type of
intrusion that is the least likely to be detected. The
goal of the listener will often be industrial spying,
or it can be government-sponsored monitoring of

Device

Sensor

Actuator

Figure 1 — An IIoT system, simplified.
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economic activity. The goal may also be monetary. By
monitoring the information that traverses the IIoT
network, a third party may be able to predict certain
fluctuations in commodity or stock prices and make
money from knowing about impending events ahead
of the market. Or it can monetize the information by
selling it to an unscrupulous competitor. There is
also the increasing occurrence of “ransomware”: the
intruder accesses enough information to prove to the
owner of the system that it contains serious vulnera-
bilities and then demands a large sum of money to
cease the attack or provide remediation information.

2. Device masquerading. Inserting a fake device into
the network is actually fairly easy in most cases,
because enrolling a device in the system is usually a
very primitive process. Simply by virtue of physically
connecting the device to the network, it can start
receiving and sending data. Since sensing devices
may be manufactured by the tens or hundreds of
thousands, they are fairly easy to procure from legiti-
mate manufacturers. This form of intrusion can result
in several distinct (and non-exclusive) consequences:

The fake sensor can inject false data into the
network to cause erroneous reactions or interpre-
tations. These may include false alarms (i.e., send-
ing data that appears to indicate a malfunction

when there is none, which may trigger a disrup-
tive shutdown), or data that skews the analysis
of what is going on in the physical world (e.g.,
reporting higher or lower values of a key meas-
urement) so that the control system sends com-
mands that affect production or create dangerous
conditions.

A fake device that includes an active component
can receive information and intentionally perform
actions that are not what is necessary under the
circumstances, such as increasing the speed of a
motor instead of decreasing it, turning a monitor-
ing light green when it was supposed to be red,
and so on.

A “denial of service” attack can be performed
by a fake device to overwhelm the network with
messages, preventing normal operations. At that
point, if the industrial system’s design is fail-safe,
it may shut down safely, but if not, the conse-
quence can be an accident.

3. Server masquerading. Especially when the IIoT
network uses the cloud rather than a private network
to connect devices to servers, it is possible to insert a
fake server into the network. As long as that machine
is able to discover the addresses of the devices on
the network and “speaks” the same communication

Device

Sensor

Actuator

Fake Device

Sensor

Actuator

Fake Server

Eavesdropper

Figure 2 — Possible intrusions into an IIoT system.
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protocol as the devices, it could send them requests
or commands. IIoT networks are not well protected
against this form of attack because the devices rarely
have the logic (or the hardware and software capa-
bility) to authenticate the servers that are talking to
them. Most devices will simply respond to well-
formed requests or commands without verifying
that the originating machine is legitimate (IP
addresses can be spoofed). With this form of attack,
it is even easier to cause sensors to send their data to
an unauthorized recipient or cause active devices to
shut down a machine or a valve — or reopen it in a
destructive manner after a legitimate command has
closed it.

At this point, readers may wonder why companies that
deploy such capabilities do not simply isolate them
from the Internet to make sure that attacks cannot be
performed remotely. There are a few reasons why the
remedy is not that simple:

We live in an increasingly connected and global
world. Remote operations monitoring often leads
to a control room being thousands of miles away
from the location of the equipment it monitors.
Engineering an international private network would
be costly. In theory, one can implement a secure,
encrypted virtual private network that piggybacks on
the public Internet, but organizations may not have
the awareness or the expertise to put in place the
right solutions. Furthermore, there are inherent vul-
nerabilities in the Internet Protocol, which was not
designed with the current level of threat in mind.

Solutions that were initially designed to be accessed
from within the firewall have often been extended to
provide outside access. A manufacturing manager
may want to see a dashboard of their factory’s oper-
ations on their smartphone after dinner or when they
get up. As soon as legitimate access is provided to
one device from the outside, a potential port of ille-
gitimate entry has been opened.

Even if the industrial network is isolated from the
outside, malware can be brought in through other
methods. The Stuxnet attack, described in the next
section, is a good example.

When we consider the opportunities for cyberattacks in
the industrial world, and the potential severity of their
consequences, we are reminded of the famous dialogue
between reporter Mitch Ohnstad and serial bank robber
Willie Sutton: “Why did you rob the bank, Willie?”
“Because that’s where the money is!”

Sample IIoT Cyberattacks
In this section, we’ll look at three examples of Industrial
Internet cyberattacks as a way to show the methods of
attack, the types of vulnerabilities they exploited, and
the potential consequences. These incidents also serve to
show that IIoT vulnerabilities are nothing new.

The BTC Pipeline (2008)
A concrete example of how security vulnerabilities can
escalate into physical disasters is provided by the explo-
sion of the Baku-Tbilisi-Ceyhan (BTC) pipeline in 2008,
a story fairly well known within the oil industry but not
outside of it. According to the Wikipedia article on this
accident:

On 5 August 2008, a major explosion and fire in Refahiye
(eastern Turkey Erzincan Province) closed the pipeline.
The Kurdistan Workers Party (PKK) claimed responsibil-
ity. The pipeline was restarted on 25 August 2008. There
is circumstantial evidence that it was a sophisticated
cyberattack on line control and safety systems that led to
increased pressure and explosion. The attack might have
been related to [the] Russo-Georgian War that started two
days later.3

At the time of the accident, the BTC pipeline capac-
ity was 1 million barrels per day (it has since been
increased), and the price of oil was at almost US $125
per barrel. With 20 days of lost deliveries, the potential
economic damage if the pipeline had been running at
full capacity could have reached $2.5 billion.

It seems that this was a two-pronged attack, electronic
as well as physical. The attackers penetrated the moni-
toring and control system for the pipeline through the
network of security cameras placed along the pipeline
— cameras that in effect were nodes in an IP network
but were installed without changing their default fac-
tory passwords. Having penetrated the network, the
attackers disabled alarm systems. Finally, they either
manipulated valves and compressors to increase the
pressure until the pipeline blew up, or (in a more credi-
ble version) an explosives truck was detonated next to
the pipeline.

Most devices will simply respond to 
well-formed requests or commands without
verifying that the originating machine is
legitimate (IP addresses can be spoofed).
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This happened in 2008; that is, way before we started
seriously talking about the Internet of Things, let alone
the Industrial Internet. In fact, the BTC pipeline did not
really include an analytics component, but the attack
leveraged the presence of connected devices and took
into account the presence of a remote control room.

Stuxnet (2010)
In 2010, the Stuxnet bot was introduced into Iranian
nuclear research facilities and disabled a number of that
country’s controversial uranium enrichment centrifuges.
It was reportedly developed jointly by US and Israeli
intelligence agencies for this specific purpose.4 Let’s
look at some of the key aspects of this attack — how
it happened and its impact.

There was a widespread belief, until Stuxnet was let
loose, that programmable logic controllers (PLCs) used
to control most industrial equipment were immune to
viruses because these PLCs do not run a real operating
system. But those PLCs, by definition, are programmable.
And in an installation like the ones in Iran, the indus-
trial control system connected to multiple PLCs runs
Microsoft Windows and the Siemens Step 7 industrial
control software. Therefore, infecting the host system
was possible using the same techniques used to infect
any Windows machine. Then, the Step 7 software could
be subverted to reprogram the PLCs, causing them to
execute incorrect instructions that would damage the
equipment.

On the impact side, many people in the Western world
might applaud the motive of the attackers. However,
just as it is hard to contain a biological virus, this elec-
tronic one got loose and infected a number of systems
in other countries. While 59% of the reported infections
were in Iran, 18% were in Indonesia, and 1.5% in the
US. Siemens had to distribute a detection and removal
tool to its clients.

How was Stuxnet introduced into the presumably
highly controlled environment of an Iranian nuclear
research facility? Through a USB flash drive, handed
out at an international conference to an attendee who
wanted a copy of an interesting PowerPoint presenta-
tion, and whose PC was connected to the facility’s
intranet.

Ukraine Utility Attack (2015)
We could go on with many more examples. This last
one is worth mentioning because it is recent, which
proves that little has changed since 2008, except
perhaps the scale of the attacks and the sophistication
of the perpetrators.

On 23 December 2015, several Ukrainian utility com-
panies were disabled, cutting off power to hundreds
of thousands of homes for several hours. There were
multiple actions leading to the blackout, indicating
long-term planning and a high degree of sophistication:

A “spear phishing” attack (targeted social engineer-
ing) started as early as May 2015 and resulted in
installing the KillDisk program in advance on the
computers used by utility operators. The malware
was left dormant until the time of the attack. KillDisk
not only causes a PC to crash, it also prevents it from
rebooting.

The BlackEnergy malware was used to gain access
to the utilities’ systems.

At the time of the attack, three things took place
simultaneously: the infiltrated control systems were
told to “flip the switch” and disconnect power;
KillDisk was activated to render the operators’ PCs
useless; and a “telephone denial of service” attack
was launched to flood the utilities’ call centers, pre-
venting legitimate customers from reporting outages.

Because the operators could no longer use their PCs
and had no real information on the extent of the outage,
they had to physically travel to the various substations
and manually reconnect the network.

Protecting Critical Infrastructures
As the saying goes, this situation is going to get worse
before it gets better. First, the number of systems
controlling expensive or potentially dangerous infra-
structure (e.g., pipelines, power plants, the electrical
grid, airports) is going to grow, and humans will be
increasingly taken out of the loop, at least for routine
operations, because of the complexity and speed of the
decisions required to optimize operations.

Secondly, cyberwarfare skills have become available
not only to intelligence agencies, but also to hackers
pursuing various motives, who no longer need to be
expert malware developers. Hacking groups sell soft-
ware and services using the “dark Web,” often getting
paid in Bitcoins. Facing this array of nefarious tools, we
are still plagued with human and technical vulnerabili-
ties such as the exchange of USB drives or clicking on
an unknown attachment.

Finally, many groups have a stake in disrupting the
operations of large industrial systems: actual terrorists,
of course, but also intelligence agencies (as in the case of
Stuxnet and probably of the Ukrainian attack), various
criminal groups (perhaps looking to extract ransom
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payments), as well as “hacktivists” pursuing various
ideological campaigns or trying to turn public opinion
against certain policies and practices (e.g., nuclear
energy, genetic engineering, offshore drilling).

Prosecutors look for three things in order to accuse
someone of a crime: a motive, a weapon, and an oppor-
tunity. We just saw that all three are present: there are
groups who want to do harm, they have a veritable cat-
alog of malware at their disposal, and the systems they
want to attack are not well protected enough. It is not
surprising that attacks occur — it is actually surprising
that there aren’t more.

Let’s now examine some of the approaches needed to
get the situation under control.

Extending Identity and Access Management 
to the Industrial Internet
The identity and access management of IoT devices is
not well handled today. When an enterprise adds a new
human user (i.e., an employee or contractor), that per-
son needs to be issued a username and password in
order to access various systems. They can be asked to
perform some of the registration activities, entering cer-
tain privileged information on a website in order to be
assigned their credentials. A hardware device cannot
do that. As noted above, physically connecting a new
device to the network is usually all it takes for that
device to start receiving and sending data.

Fixing this loophole requires that each device be given
an identity that cannot be faked. One solution is to issue
a public key infrastructure (PKI) certificate to each
device and install that certificate on a tamper-proof elec-
tronic module. The device can then authenticate itself
by responding to a challenge encoded using its public
key. Conversely, the device must respond only to legiti-
mate commands from a verifiable source. This means
that the device needs to be able to issue its own chal-
lenge to the source of a request. Finally, if the device
and the server both have PKI capabilities and certifi-
cates, they can encrypt the data they exchange in order
to prevent eavesdropping.

Traditional Security Countermeasures
As we saw in the attacks described earlier, human falli-
bility is an important element of risk. As long as people
plug a USB flash drive of unknown origin into their PC,
or follow a hyperlink in a convincingly worded mes-
sage, we can expect malware to penetrate at least regu-
lar computers used by people in their daily work.

The challenge, therefore, is to prevent further spreading
of malware through defense-in-depth mechanisms. An
industrial network should be isolated from the enter-
prise network to provide a second layer of defense.
Intrusion prevention and detection systems should of
course be run, and regular penetration tests conducted,
although the proliferation of zero-day (previously
unknown) exploits makes it hard to provide a 100%
guarantee of protection.

The software running on enterprise and industrial
systems is still plagued with common vulnerabilities
such as buffer overflow, SQL injection, and so forth.
Secure coding practices need to be taught and enforced,
following in particular the work of MITRE and the
Consortium for IT Software Quality (CISQ).5

Strategy and Governance: The IT/OT Divide
The previous paragraphs could lead the reader to focus
on technology solutions, but as usual in IT matters,
the tools are unlikely to be effective absent good gover-
nance, strategy, and organization.

In many organizations, there is a schism between infor-
mation technology (IT) — which is devoted to enter-
prise systems, collaboration tools, end-user devices,
and user support — and operational technology (OT) —
which includes manufacturing systems and the growing
realm of the Industrial Internet. While some companies
try to “put lipstick on the pig” by claiming that this
division of responsibilities is a good thing, it really
emerged for three negative reasons:

1. IT developed a reputation, not altogether undeserved,
that it doesn’t understand the business.

2. IT has usually instituted a project management
process that is the opposite of agility and is unable
to respond to the changing needs of operations.

3. IT personnel are trained in the development and
operations of traditional enterprise systems, using
general-purpose operating systems, programming
languages, databases, and user interfaces — not in the
integration of real-time cyber-physical systems run-
ning on resource-constrained, dedicated devices.

It is not surprising that attacks occur — it is
actually surprising that there aren’t more.
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Once OT is separated from IT, however, it may not pos-
sess the skills necessary for security management in a
hostile world. Operations personnel are very good at
resolving problems quickly — potentially taking short-
cuts that introduce vulnerabilities into their systems.

Organizations in which this schism between IT and OT
exists should consider how to cross-pollinate the two
sides with the necessary skills and processes so they can
work better together to ensure the security of industrial
systems. In some cases, the split should be reconsidered.
This may require difficult decisions — for example, if
the CIO of an industrial organization doesn’t know
enough (or worse, doesn’t care) about the operations
side of the company, perhaps they are the wrong person
for the job.

Collaboration
The work of several organizations can be leveraged to
help address the issues. I will mention just three of
them:

1. The IIC is preparing a “common security framework”
to assess and improve the protection of industrial
systems.6

2. The US Department of Homeland Security (DHS),
recognizing the threat to critical infrastructure ele-
ments posed by IIoT vulnerabilities, has launched
several initiatives, including an Industrial Control
Systems Cyber Emergency Response Team (ICS-
CERT).7

3. The Object Management Group (OMG) is evolving
its Data Distribution Service (DDS) protocol to add
a security layer as well as the capability to run on
eXtremely resource-constrained environments
(XRCE).8

Adoption Challenges
None of these measures is free or easy to implement.
There are multiple challenges to their adoption:

Technically, the implementation of particular meas-
ures, such as device authentication and encrypted
communications, requires at least a certain amount
of computing power and memory at each device.
The installed base of SCADA devices often lacks both
features. Either those devices need to be replaced by
more capable ones, or intermediary systems — often
called “gateways” — will need to be installed to add
the security management features to a cluster of
dumb devices.

Cost is an obvious factor, especially if implementing
security requires replacing existing control systems
and devices with newer ones or adding the gateways
just mentioned. Deploying a PKI or similar capability
with perhaps thousands of certificates — one per
device in addition to one per server — also implies
a significant cost.

Retrofitting security on an existing installation may
require interrupting operations.

If an organizational change is required, or if oper-
ations management is ill-prepared to give security the
priority it deserves, the difficulty and cost of change
management should not be underestimated.

Recommendations and Conclusion
There is no such thing as absolute security. But since
the Industrial Internet is likely to be a magnet for cyber-
attacks, just as banks were for Willie Sutton, organiza-
tions need to be prepared to defend themselves with all
means at their disposal. If they fail to do so, their ability
to conduct their basic business will be in jeopardy. A
successful attack against a nuclear power plant or a
refinery, followed by the likely discovery that negli-
gence or naiveté played some part in making it possible,
can definitely bankrupt the target of the attack or dam-
age an entire industry.

The first step, as in the case of any operational threat, is
to conduct a threat assessment. In the case of the BTC
pipeline, a rigorous threat assessment of the pipeline
system was only conducted after the fact.9

Since the Industrial Internet is likely to be a
magnet for cyberattacks, organizations need
to be prepared to defend themselves with all
means at their disposal. 
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The next step is to make IIoT systems more resilient by
removing bad security practices that are not specific to
these systems but can have more severe consequences in
this domain. The errors fall into well-known categories:
mistakes in software development, mistakes in system
and security management, and vulnerability of users to
social engineering practices.

A third step is to make sure that the governance and
organization are in place to establish and track the
goals, strategies, objectives, and tactics required to
populate a plan of action.

Finally, technology can be introduced to strengthen the
systems, and this step should leverage collaboration
with leading organizations, such as the IIC, and indus-
trial partners, such as the manufacturers of the IIoT
equipment used in the network or system integrators
with experience in this field.
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It is well known that social engineering attacks are
designed to target the user-computer interface, rather
than exploiting a system’s technical vulnerability, to
enable attackers to deceive a user into performing an
action that will breach a system’s information security.
They are a pervasive and existential threat to computer
systems, because in any system, the user-computer
interface is always vulnerable to abuse by authorized
users, with or without their knowledge. 

Historically, social engineering exploitations in com-
puter systems were limited to traditional Internet
communications such as email and website platforms.
However, in the Internet of Things (IoT), the threat
landscape includes vehicles, industrial control systems,
and even smart home appliances. Add to this mix naive
users and default passwords that are extremely weak
and easily guessed, and the threat becomes greater. As
a result, the effects of a deception-based attack will now
no longer be limited to cyberspace (e.g., stealing infor-
mation, compromising a system, crashing a Web ser-
vice), but can also result in physical impacts, including: 

Damage to manufacturing plants 

Disruption of train and tram signaling, causing
death and injury

Discharge of sewage from water treatment plants 

Damage to nuclear power plants (e.g., Stuxnet)

In December 2014, a German steel mill furnace sus-
tained damage when hackers used targeted phishing
emails to capture user credentials, thereby gaining
access to the back office and ultimately the production
network, with devastating consequences. Another
example occurred when households in Ukraine suffered
a blackout on 23 December 2015 caused by an attack
that brought down the power grid. Again, the attackers
used phishing emails to trick users at the electric
company into clicking on an attachment in an email,
ostensibly from the prime minister of Ukraine. This is
thought to be the first cyberattack that brought down
an entire power grid, leaving 225,000 homes without
electricity. 

The more effective such cyber-physical attacks prove,1

the more the deception attack surface continues to
grow. For example, in the near future, fake tire pressure
alerts shown on a car’s dashboard or gas leakage warn-
ings on a smart heating system’s GUI may be used to
achieve deception in a manner not too dissimilar to
current scareware pop-up alerts experienced by today’s
mobile and desktop users. In the extreme, attackers
may even begin to target medical devices (e.g., pace-
makers or mechanical insulin-delivering syringes)
via near field communications or wireless sensor net-
works, in an approach analogous to ransomware. This
has already occurred through the IoT using conven-
tional hacking techniques (i.e., SSH vulnerabilities and
unpatched systems with default hardwired passwords)
and is commonly known as a MEDIJACK attack. The
major problem with these devices is that they remain
unpatched throughout their lifetime, and at the moment
this is also the situation within the IoT. Figure 1
provides a snapshot of the potential IoT social
engineering threat space.

Would Your Fridge Lie to You?
Prior to the advent of the IoT, an email or instant mes-
sage purporting to originate from your fridge would
seem ludicrous. Nowadays, however, the concept does
not seem so absurd. In fact, it is exactly this change in
our expectations about the way we use technology and
the increasing capabilities of system-to-system commu-
nication that poses the most risk. Today’s users expect
greater visibility and control over their environment,
leading to a proliferation of distributed interfaces
attached to what were traditionally isolated systems,
sharing new types of data across a cyber-physical
boundary. The result is an ever-richer user experience,
but also an augmented attack surface at the disposal of
willing cybercriminals. And as cybercriminals tend to
go in search of low-hanging fruit in order to exploit a
system, the user is now more than ever a soft target. 

Since attackers may not always have physical access to
IoT devices to exploit them directly, they can instead
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target the distributed functionality and associated
behavior integrated into new and existing systems.
For example, it would not be unreasonable to imagine
an attacker crafting a spoofed instant message from a
user’s refrigerator (see Figure 2), reporting that it is run-
ning low on milk and asking whether the user would
like to place an order with an Amazon-style “one-click”
ordering button — which conveniently leads to a drive-
by download. But how did the attacker know the user’s
milk was low? Well, in the IoT they simply sniffed
seemingly unimportant, unencrypted sensor node
data sent from the fridge to the home automation con-
troller, which connects to the user over the Internet via
their home broadband router. Here, the attacker has
exploited platform functionality that interfaces with
the IoT device (in this case, a fridge) by manipulating
the perceived behavior of the system as opposed to
the device itself. In practice, such an attack can lead to

a conventional exploitation such as system compromise
or theft of banking credentials. It is not a great leap to
envision that your fridge could be held to ransom by
ransomware. Pay up, or your fridge won’t turn on. 

Unlike phishing emails claiming to originate from
financial institutions and banks (which have existed
for nearly 30 years), users are not sensitive to malicious
behavior originating from home/city automation sys-
tems, smart devices, or social media platforms that pro-
vide access to e-health, emergency, or public services.
To a large extent, this is because the physical appear-
ance of such systems does not require significant change
to become compatible with the Internet of Things; nor-
mally it is only the data these platforms generate that
is shared. Specifically, the IoT is enhancing data accessi-
bility, which is further augmenting the attack landscape
for cybercriminals seeking to develop convincing social
engineering attacks. 

Figure 1 — The Internet of Everything: people and smart devices, cars, homes, cities....

INTERNET

Home Automation Controller

Router

App messagingSensor data

Sniff data and inject spoofed message

Figure 2 — Attacking a SMART fridge through intercepting and injecting spoofed application messages.



©2016 Cutter Information LLCCUTTER IT JOURNAL  July 201622

Data Leakage: No Data Is Too Big or Small
Just as the IoT expands the different types of user inter-
faces that attackers can target, the different types of data
(previously hidden from attackers) that can be acquired
is also increased. It is well known that attackers are
adept at gathering user data and utilizing this informa-
tion as a mechanism to target a user and better design
an attack specific to the user’s system or improve the
credibility of the deception techniques used. Nowadays,
hackers use social networks to obtain personal data
about a user, such as their children’s names, pet’s name,
date of birth, where they graduated, and so on. By
detecting and exploiting systems that are of high value
and using their target’s “pattern of life” data, cyber-
criminals can develop effective deception mechanisms
by manipulating information the user has shared and is
therefore very familiar with and unlikely to repudiate.
Data leakage is exacerbated when geolocation is turned
on in IoT devices (see Figure 3). This enables anyone
to determine the exact location where a smartphone
picture was taken, for example, which can be a prob-
lem if this identifies the user’s home and they have just
tweeted that they are going away on holiday. Burglars
use Twitter as well! 

Recent research by the C-SAFE team at the University
of Greenwich has demonstrated the ease with which
an individual can be profiled through their leaked
personal data using only social networks (Facebook,
Twitter, LinkedIn, Instagram, etc.).2 Researchers

undertook a series of experiments to determine how
much information they could extract about three sub-
jects using only social networking sites. By utilizing
three freely available tools (Twitonomy, Streamd.in,
Cree.py) that harvest information from Twitter, the data
revealed where the three subjects lived and worked,
the route they took to work each day, where one sub-
ject’s parents lived, and even where and when another
subject went to the gym. It was also possible to follow
each of them through cyberspace to other sites such as
Facebook, LinkedIn, Foursquare, and Instagram, where
information missing from their “profile” was quickly
filled in. The experiment demonstrated how easy it is
for cybercriminals to gather personal data to construct
social engineering attacks that an individual would
find credible.

“Smart”er Attacks
Social engineering attacks against IoT devices are by
no means hypothetical, and exploitations abusing func-
tionality in smart devices have already been observed in
the wild. For example, from December 2013 to January
2014, security provider Proofpoint detected a cyberattack
that was originating from the IoT, where three times a
day, in bursts of 100,000, malicious emails targeting busi-
nesses and individuals were sent out. In total, the global
attack consisted of more than 750,000 malicious emails
originating from over 100,000 everyday consumer gad-
gets, 25% of which originated from smart TVs, home

Figure 3 — Example of a cyberstalking experiment monitoring and geolocating Tweets from Twitter user, Twitter feed (top left, middle),
Cree.py (bottom left, right), Streamd.in (top right).
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routers, and even one fridge.3 Crucially, the attack
demonstrated that botnets are now IoT botnets, capable
of recruiting almost any device with a network connec-
tion and messaging software. 

Attack Case A: IoT Phishing in Smart Homes
Smart homes are becoming more common as people
connect up numerous devices and “things” within their
home. All these IoT things and devices connect to a net-
work, be it wireless or wired, and eventually connect to
a routing device. Individually they may not offer any
obvious value to cybercriminals, but they can provide
a user interface that an attacker can manipulate to exe-
cute a social engineering attack. The following attack
considers a threat actor who has gained control of a
brand of IoT smart meter cloud-based services platform,
bundled with the product to deliver updates or new
content. Here, the attack can either monitor (what may
be) unencrypted communication between the cloud
services and the smart meter and inject information
into existing data flows, or potentially send direct
messages to the meters if the attackers have gained
complete control over the cloud environment. In both
examples, the attack triggers the following message to
all smart meters when the heating sensor indicates that
the users are home (e.g., it has been turned up/down):
“Software Upgrade Required. Go to: www.heaterup-
grades.com/smartupgrade. Run the patch from a
Windows computer on this network.” (See Figure 4.)
If the user complies, then they have been phished.

Attack Case B: The Internet of Social Things
Social networking and media are at the heart of the IoT,
where it is no longer only people that share information
with other people, but also things that are able to com-
municate with users or with other things. Think back to
your fridge kindly advising that you are low on milk.
Your car might even want to tell your Facebook friends
that its carbon footprint is less than four other cars on
the road this week (i.e., in-product advertising across
social media). The following attack considers a threat
actor scanning Twitter and looking for status posts that
include metadata from IoT picture frames. IoT picture
frames often come bundled with an app that allows
their user to automatically download and upload pic-
tures to popular social media platforms. In this exam-
ple, the attacker finds a tweet containing the metadata;
however, it is a retweet from an open Twitter account
following a particular user who owns the target picture
frame. Next, the attacker sends a direct tweet to the user
(whose account privacy settings were locked down)
from a spoofed Twitter account purporting to be the
picture frame’s manufacturer. The tweet contains a
shortened URL to a Twitter app that will allow the user
to install video functionality on their picture frame for
free. In reality, the Twitter app gives the attacker’s
account rights to download all the pictures from the
user’s IoT picture frame, which the attacker can then
use as ransomware data or to craft future phishing
attacks (see Figure 5).

Software Upgrade Required
Go to:
www.heaterupgrades.com/smartup
grade

Run the patch from a Windows 
computer on this network

INTERNET

Cloud-based services 
provided to IoT meter

Figure 4 — Example of a smart meter phishing attack via compromised update and content services in the cloud.
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Defense Recommendations
In order to instill confidence in the smart technologies
that underpin the IoT, encourage their uptake, and
ensure that they will be usable in the long term, it is
necessary for the security of these devices to be robust,
scalable, and above all practical. Here, we explore
four approaches to defending the IoT against social
engineering attacks.

Generic Attack Classification
Since deception-based attacks in the IoT can be
launched in either cyber or physical space, identifying
the source of a deception attempt and the structure of
a social engineering attack can be extremely difficult.
For developers, the challenge of building an effective
defense that addresses a range of deception vectors
would appear insurmountable when we consider all
the different platforms that may been involved in an
attack. It is more practical to employ generic classifica-
tion criteria to break down attacks into parameterized,
component parts. This approach can be used to reveal
shared characteristics between attacks, which then aids
the design of defenses that address multiple threats
sharing similar traits. Using the taxonomy proposed
elsewhere by Ryan and Guest Editor George Loukas,4

and summarized by each root category in Figure 6, the
following recommendations can help developers cap-
ture the multiple variables involved in the construction,
delivery, and execution of a social engineering attacks

by applying criteria that are independent of the attack
vectors used.

Orchestration

Target Description (TD). How is the target chosen?
Determine an attack’s targeting parameters to define
which user and/or system features a defense system
should focus on. A targeted attack is likely to exploit a
specific user’s attributes leaked by their IoT footprint
(e.g., a toll payment spear phishing email based on
tweets mapped to the geolocation of their vehicle) as
part of the deception. In contrast, promiscuous targeting
is opportunistic and random (e.g., an attacker plants a
malicious QR code in a shopping center). 

Method of Distribution (MD). How does the attack
reach the target? Investigate the method in which the
attack’s deception is distributed and where it is exe-
cuted to identify the platforms that are involved in the
attack. Determine whether it is a remote system (hence
involving a network) or a local system that requires
monitoring and defending.

Mode of Automation (MA). Is the attack automated?
Recognizing whether an attack is automatically or man-
ually executed will help determine the most suitable
response mechanism and the type of data that can be
meaningful to collect about it. It may be possible to fin-
gerprint a fully automated attack based on patterns of
previously observed behavior, while a fully manual
attack may need to focus on the attacker’s behavior
instead. 

1

2

3

1 2
3

User’s Twitter account
Follower’s Twitter account

Spoofed Twitter account IoT picture frame
with Twitter app

Figure 5 — Example of an attacker exploiting Internet of Social Things contagion to deliver a social engineering attack.
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Exploitation

Deception Vector (DV). Is it looks or behavior that
deceives the user? A defense mechanism needs to pin-
point mechanisms by which an attacker can deceive
the user into a false expectation by manipulating visual
and/or system behavior aspects of a system. Within the
IoT, it is not just GUIs that can be abused, but the physical
appearance or state of a sensor node in a home/work/city
automation system as well (e.g., heating thermometer,
heartbeat monitor, vehicle speed, traffic lights).

Interface Manipulator (IM). Is the platform used in
the deception only (ab)used or also programmatically
modified? Depending on the system involved in an
attack, it may be impractical or impossible to patch
directly (e.g., pacemaker, legacy actuator). In order to
reduce the scope of a defense, developers need to estab-
lish whether the deception vector in an attack occurs in
code (e.g., embedded within the system or external) or
abuses intended user space functionality built into the
platform by design. 

Execution

Execution Steps (ES). Does the attack complete the
deception in one step? Model the effect that a single
user action can have on the integrity of a platform, as it
may be necessary to build in extra user authentication
steps to commit actions, especially in e-health services
or industrial control systems. An attack that relies on

multiple user response steps may be detected earlier
and more easily than a single-step attack, and before it
completes, by looking for traces of its initial steps.

Attack Persistence (AP). Does the deception persist?
Persistent attempts can be modeled by a learning-based
defense system to identify the deception’s pattern of
behavior in order to block it. At the same time, it may
also have a higher chance of success against the target.
One-off deception attempts are by definition more dif-
ficult to detect and may be missed if a defense is only
looking for patterns in system behavior or if the pattern
is as yet unknown (i.e., a zero-day vulnerability).

S-SDLC

It is important that IoT platform developers have a
detailed understanding of how their system will inter-
face with users, as well as how system functionality
may affect the wider ecosystem in which the system
may be deployed. The Secure Software Development
Life Cycle (S-SDLC) provides developers with a guide-
line framework for the design and implementation of
system software by integrating security considerations
systematically into the core requirements and design
of the software’s architecture. Within the S-SDLC
framework (see Figure 7), in each lifecycle stage, the
following key concepts can aid the development of
IoT platforms and functionality that are resistant to
deception-based attacks.

Figure 6 — A high-level summary of taxonomic classification criteria for social engineering attacks in the Internet of Things.
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Requirements

Identify the attack surface for an IoT platform by clearly
defining the intended functionality and its expected
limitations. Document the system-to-system and
system-to-user interfaces forming the overall system
of interest (SoI) and determine how these communicate
and affect interfaces within the wider SoI (WSoI; e.g.,
the deployment environment).

Design

Develop threat models that run through different fea-
tures of the platform’s design and WSoI interactions.
Pinpoint weak spots in the user interface that can be
abused or vulnerabilities in data transfer and network
communications that may allow attackers to inject mali-
cious data or code or gather information about the user.

Coding

Employ static code analysis to determine whether the
platform’s programmatic features are deterministic to
ensure spoofed or injected data does not force the plat-
form to exhibit a deceptive behavior toward the user.
Similarly, evaluate user interface controls (whether
graphical or physical; e.g., a button) to ascertain
whether these can be (ab)used through intended
functionality.

Testing

Design and implement scenarios where different user
behavior is arbitrarily executed (e.g., fuzzing) in order
to identify anomalous situations when the user interface
or functionality can become part of a deception-based
attack. In testing, developers should generate and exe-
cute random input parameters, physical and logical,
against the IoT platform in an attempt to elicit
unhandled or anomalous behavior that may lead
to exploitable vulnerabilities.

Release/Maintain

Establish monitoring or reporting functionality within
the platform deployment environment to help detect
attacks. This will facilitate continuous patching and
security hardening of the specific platform and/or
external platforms that have lower-security features.

Attack Classification and Defense
By applying each taxonomy criterion against each of the
two IoT attack cases, we can use classification to employ
S-SDLC principles that help suggest a single approach
to defense that would prevent both attacks. 

User Scenarios

Release/Maintain
Report

Detect / Classify
Patch

Programmatic 
Determinism

IF (X=0){
click=FALSE
X++}
ELSE{
warning()}

Threat Model

Interfaces

WSoI

SoI

arios

n

Patch

Prog
Dete

Figure 7 — Key concepts in the S-SDLC framework for developing resistance to deception-based attacks in the IoT.
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Case A

TD. Promiscuously targets any user who owns the
smart meter, by flooding connected devices with mes-
sages and commands (e.g., malicious updates) via
the cloud.

MD. Distributed to execute the deception via local
software on the smart meter.

MA. Functions as an automated message sent from
the cloud-based service.

DV. Deception is both cosmetic and behaviorally
convincing, as the user would expect communications
from the cloud platform.

IM. Injecting malicious messages through the cloud
attacks the programmatic interface of the smart meter
by adjusting the internal code to display a deceptive
message.

ES. The user must exercise multiple steps in order for
the deception to be successful. The first step downloads
the supposed patch; the second step then requires the
user to install the patch.

AP. The message’s particular deception is one-off, as it
is unlikely the attacker will reissue the same phishing
message and thus compromise the attack’s integrity. 

Case B

TD. Promiscuously targets any user who owns an IoT
picture frame with social media app functionality.

MD. Distributed to execute the deception via remote
software on the Twitter platform.

MA. Functions as a manual operation by searching
for tweets, then creates a custom Twitter account and
tweets once a target is found.

DV. Deception is behaviorally convincing, as prod-
uct suppliers often communicate with customers via
social media so as to gain customer data analytics. It is
unlikely the Twitter account is visually credible (e.g.,
there are few or no followers, and as the account is not
official, tweets are not authenticated — no blue tick!).

IM. Here the attacks simply (ab)use the user interface
functionality of the Twitter platform.

ES. The deception completes in multiple steps, as the
user must click on the URL and then add the malicious
Twitter app permissions to their account. 

AP. The message’s particular deception is one-off as it
is unlikely the attacker will reissue the same phishing
message and thus compromise the attack’s integrity.

By applying the taxonomy classification to each attack
case, we can establish that a number of similar traits are
shared in the orchestration, exploitation, and execution
phases of these attacks. First, both attacks target users
promiscuously, so it would appear the attacker is seek-
ing to build the deception around a vulnerability in
an IoT platform and its use case rather than a specific
user’s platform profile. Both attacks are behaviorally
deceptive, irrespective of whether they are visually
convincing or not, and both attacks are one-off in their
deception but require multiple user steps to complete
the deception and exploitation. By showing that both
attacks focus on the IoT product behavior, rather than
the users, it becomes clear that the S-SDLC require-
ments and testing stages would play a pivotal role in
helping to mitigate these attacks. Crucially, it is the
system-to-system interfaces of each IoT platform and
their interaction with the ecosystem’s WSoI (Case A:
cloud-based services over the Internet, Case B: Twitter
application add-ons) that need addressing. 

Each of the IoT devices, their interface contracts between
other IoT platforms/devices, and the functionality they
extend should be clearly defined and then evaluated
against different user deployment scenarios. In this
way, developers can pinpoint specific functionality sup-
plied by the system that is vulnerable to manipulation.
Here, the manipulation of features supplied by the IoT
devices in each attack case could easily be highlighted
by reviewing each interface contract, then conducting a
robust test of its functionality in different user deploy-
ment scenarios. Since both attacks’ deceptions are one-
off, they may be hard to identify and prevent; therefore,
it is even more important to rationalize system interface
requirements before providing the users with func-
tionality that the developers are not able (or willing)
to protect. Where each attack requires multiple user
steps to complete, integration of further authentication
mechanisms for more significant functionality requests
between interfaces should be enforced and reviewed
through testing. This approach can help to determine
whether extra security procedures should be enforced
before a user commits a potentially compromising action
(e.g., forcing a user to review a warning or confirm their
identity through multi-factor authentication).

Since both attacks’ deceptions are one-off,
they may be hard to identify and prevent.
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User Susceptibility Profiling
In order to provide a robust defense against social
engineering attacks, responsibility cannot be laid
solely upon the shoulders of system developers or
the organizations that provide access to a computer
system, whether that is an IoT platform connected to
the Internet, a LAN, or a near-field communications
medium. The users of the system are just as important,
if not relied upon even more to act and use the com-
puter securely to ensure that their actions do not inad-
vertently result in information security compromise.
Remember, there is no silver bullet for protecting
against human error. 

Identifying a key set of measurable user attributes can
help to provide a basis for modeling which type(s) of
user profiles are more or less likely to be susceptible to
a deception-based attack. Such attributes could be used
to define features for predicting and estimating user
susceptibility when using a specific platform or range of
platforms. Crucially, access to a user susceptibility pro-
file provides the basis for applying a threshold at which
the probability of user susceptibility triggers security-
enforcing actions aimed at minimizing and/or mitigat-
ing exploitation.

Human as a Sensor (HaaS)
The concept of the human as a sensor has been employed
extensively and successfully for the detection of threats
and adverse conditions in physical space; for example,
to report road traffic anomalies, detect unfolding emer-
gencies, and improve the situational awareness of first
responders through social media.5 In a similar manner,
human sensing can be applied to detect and report
threats in cyberspace as well. In fact, as the IoT crosses
the cyber-physical boundary, the ability of users to report
suspected attacks, both cyber and physical, may help to
detect attacks initiated in one space that result in an effect
on the other. In this respect, it then becomes particularly
important to be able to tell to what extent users can cor-
rectly detect deception-based security threats, leveraging
the intelligence provided by users to augment IoT cyber
situational awareness. 

Within a smart city, users are likely to be exposed to
many different IoT interfaces, such as advertising, mul-
timedia, and wireless multicast feeds in the local geo-
graphic area (e.g., local car park capacity, what’s on at
the cinema, popular restaurants). Should any of these
interfaces be targeted by an attacker using social engi-
neering, users can play an important role in identifying
deception attempts. In this example, the user can open
their HaaS tool within their smartphone to report any
suspected attacks, which can then be directly fed to
the smart city security-monitoring system. Free car
parking might even be an incentive for correctly
reported attacks!

Conclusion
The IoT promises to synergize technology in new
and innovative ways, and in doing so it presents
major social, business, and economic benefits for
modern society. Equally, for cybercriminals, the IoT
promises significant rewards if they can execute a
social engineering attack successfully, because hacking
the user can provide access to all the “things” that they
control. The more successful social engineering attacks
against the IoT are, the more user confidence in its secu-
rity is undermined, ultimately delaying adoption of the
IoT and the realization of its potential benefits.

Fundamentally, protecting the integrity of the IoT is a
two-way street. System developers should ensure that
they employ best practice frameworks for producing
secure IoT platforms. Security should be treated as an
enabler of system functionality and not be a cost-based
bolt-on or ignored completely. For their part, users are
a crucial firewall in detecting social engineering threats
in the IoT, and it is important that they be empowered
to report potential threats, especially as they will be
familiar with their own environment and more sen-
sitive to its anomalous behavior. At the same time, it is
helpful to be able to measure whether users will likely
be deceived by social engineering attacks in an IoT
ecosystem; therefore, as part of security awareness, it
is crucial that the IoT be factored into training material.
Finally, as shown in Figure 8, each of these approaches
provides complementary tools that help provide a
through-life defense architecture against social engi-
neering attacks in the IoT. 

To improve IoT security, system developers must
empower user threat detection with a mechanism
to report suspected attacks and review/analyze user
reports to determine their credibility. If they decide an

Fundamentally, protecting the integrity of
the IoT is a two-way street. 
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attack report is credible, they can then apply a generic
classification to determine the key aspects of the attack
and finally integrate these attack vectors as patch para-
meters within the platform “release/maintain” phase of
the S-SDLC.  

As cryptographer Bruce Schneier once said, “People
don’t understand computers. Computers are magical
boxes that do things. People believe what computers tell
them.” Trust lies at the heart of securing the IoT against
deception-based attacks, and thus in order to instill
trust, it is device integrity that must be protected to
prevent user compromise.
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The IoT Is Everywhere
The Internet of Things (IoT) today covers many areas
of our lives. More and more household appliances are
becoming smart, with small computing devices and
connection to the Web. Smart TVs and refrigerators are
already common in many households. There are also
smart thermostats (which collect information about the
behavioral patterns of the persons living in the home to
ensure efficient heating and cooling), smart door locks
(which allow their users to open and close their doors
from a remote location), smart security systems (which
enable remote control of the security sensors), and so on.
In the field of healthcare, there are home diagnostic bed-
side units, which can quickly give measurements for cho-
lesterol, blood glucose levels, and blood pressure, and
systems that can remotely monitor patients’ vital signs.
Other fields of IoT include autonomous and connected
cars, wearable devices, office equipment, and so on.

According to Cisco, there will be about 50 billion
networked devices by 2020.1 The IoT will soon be
everywhere.

Vulnerabilities and Risks

Smart Homes and Enterprises
IoT devices have many advantages, but also vulnerabil-
ities and risks. Many smart household appliances are
poorly protected (if at all) against cyberattacks. This
means that any script kiddie with minimal hacking
skills can use them to break into the home network.
If, a few years ago, someone had said that TVs and
refrigerators could be compromised by hackers to send
malicious emails, you would have laughed at them. But
such an attack indeed happened on January 2014 — the
first known cyberattack to use smart household appli-
ances.2 This global attack campaign involved more than
750,000 malicious email communications coming from
more than 100,000 everyday consumer gadgets such
as home-networking routers, connected multimedia

centers, TVs, and at least one refrigerator that had been
compromised and used as a platform to launch attacks.

In October 2015, a security researcher demonstrated
how to hack into a kettle and steal a home’s Wi-Fi pass-
word.3 This vulnerability can be exploited by hackers
to break into the Wi-Fi network and from there into the
other devices connected to that network. But the risks
are even bigger. Researchers have found a way to attack
the power grid, by remote manipulation of home and
office air conditioners to create a surge.4 To achieve the
hack, attackers target remote shutoff devices installed
by utilities on air-conditioning units to preserve power
during summer peaks. It seems that these devices are
very vulnerable to manipulation by hackers.

To understand how easy it is to hack IoT devices, in
March 2016 the MIT Media Lab hosted a hackathon in
which it invited 153 hackers to try to find and exploit
weaknesses in more than 20 smart home devices.5

The hackers attempted to control the devices through
software vulnerabilities, and they succeeded in taking
control of 25% of the devices in less than three hours.
Figure 1 depicts the vulnerabilities of the top 10 IoT
devices. We can see, for instance, that 8 of 10 such
devices use insufficient authentication.

Just as personal computers can be unknowingly com-
promised to form robot-like “botnets” that can launch
large-scale cyberattacks, cybercriminals have begun
to commandeer components of the IoT and transform
them into “thingbots” to carry out the same type of
malicious activity. Cybercriminals intent on stealing
individual identities and infiltrating enterprise IT sys-
tems have found a target-rich environment in these
poorly protected Internet-connected devices, which
may be more attractive and easier to infect and control
than PCs, laptops, or tablets.

Vehicles, Fuel
Recently, the US Federal Bureau of Investigation (FBI)
released a public service announcement to warn drivers
about the threat of over-the-Internet attacks on cars
and trucks.6 The announcement mentions that modern
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motor vehicles often include new connected vehicle
technologies that aim to provide benefits such as added
safety features, improved fuel economy, and greater
overall convenience. Aftermarket devices also offer
consumers new features to monitor the status of their
vehicles. However, with this increased connectivity, con-
sumers and manufacturers should maintain awareness
of potential cybersecurity threats.

Vulnerabilities may exist within a vehicle’s wireless
communication functions, within a mobile device
(e.g., a cellular phone or tablet connected to the vehicle
via USB, Bluetooth, or Wi-Fi), or within a third-party
device connected through a vehicle diagnostic port.
In these cases, it may be possible for an attacker to
remotely exploit these vulnerabilities and gain access
to the vehicle’s control network or to data stored on
the vehicle. During the “Car Hacking Village” at DEF
CON 2015, researchers showed how to hack into a Jeep
Cherokee and remotely shut off its brakes and engine.7

Criminals can also attack business-critical devices con-
nected to the Internet. For example, using the connec-
tivity of monitoring systems on gas pumps, they could
cause the pump to register incorrect levels, creating
either a false indication of low fuel level or allowing a
refueling vehicle to dangerously overfill the tanks, thus
creating a fire hazard. Alternatively, they could hack the
connection to the point of sale system, allowing fuel to be
dispensed without registering a monetary transaction.8

Healthcare
From GPS-enabled asthma inhalers to wearable devices
that monitor vital functions, consumer-generated health
data can hold value not just for the patients, but for a
variety of other parties, such as healthcare providers,
insurers, public health researchers, and policy makers.
Yet the rise of the IoT coupled with the poor state of
cybersecurity within healthcare today makes healthcare-
related IoT devices a target for both data theft and
extortion. A partial electronic health record (EHR) sells
on the black market for roughly US $50, and health
credentials can sell for $10 each, many more times the
value of a credit card number.9 The reason is that an
EHR can be used to file fraudulent insurance claims,
obtain prescription medication, and facilitate identity
theft. 

In addition, one of the latest trends in ransomware
attacks is the targeting of hospitals and other healthcare
facilities. As a recent Wired article notes:

Hospitals are the perfect mark for this kind of extortion
because they provide critical care and rely on up-to-date
information from patient records. Without quick access to
drug histories, surgery directives, and other information,
patient care can get delayed or halted, which makes hos-
pitals more likely to pay a ransom rather than risk delays
that could result in death and lawsuits.10

In the case of extortion, just imagine what would hap-
pen if data for every patient in a hospital were held
ransom.

Figure 1 — Security flaws of the top 10 IoT devices.
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IoT Exploit Strategies 
IoT vulnerabilities can be exploited by cybercriminals in
various ways. If an attacker succeeds in hacking a smart
home device, they can control the device (think what
could happen if the device were a pacemaker), hack
into the home’s/organization’s Wi-Fi network, and sub-
sequently hack into the connected computers in order to
steal sensitive information, such as bank account pass-
words, credit card numbers, and private business infor-
mation. They can also gather information on people’s
habits (e.g., when they order pizza, which medicines
they take, when they take breaks) and more.

The hacker can use the collected information for spear
phishing, showing a fake login page to the user and
stealing their credentials, sending an email (with rele-
vant content according to the collected information)
with an attachment or a link that will install malware
on the user’s device when opened, and so forth.

A recent FBI alert about the IoT points to several
additional risks:11

Exploiting the Universal Plug and Play protocol
(UPnP) to gain access to many IoT devices

Compromising an IoT device to cause physical harm

Overloading IoT devices to render them inoperable

Interfering with business transactions

What Should Be Done
The risks are clear, so why don’t vendors make an effort
to provide more secured devices? The answer is simple:
they don’t have to. Vendors naturally want to maximize
their revenue. So they focus their efforts on improving
the devices’ price, aesthetics, ease of use, fault resis-
tance, and other characteristics that consumers want.
Vendors either are not aware of cybersecurity risks or
just ignore them, since it’s not cost-effective to handle
the risks.

Overcoming this issue will require action from four
groups: 

1. Consumers

2. Vendors 

3. Regulators

4. Researchers

Consumers
We should begin by raising awareness among smart
appliances’ consumers about the cybersecurity risks. If
consumers demand more secured appliances, vendors
will have to supply them. In addition, consumers with
strong information security awareness may be better
protected against social engineering attacks.

Vendors
It is important for vendors to understand that it is only
a matter of time until exploiting IoT vulnerabilities will
become common, with consequent damage to the ven-
dors’ reputation. Publications about cyberattacks on IoT
devices raise awareness on cybersecurity among ven-
dors and consumers. Some steps that vendors can take
to improve IoT security include:12

Using open source and open security. The open
source community is totally focused on quality and
usability. Thanks to the strength, dedication, and
sheer size of the open source community, security
flaws are routinely fixed within hours of discovery.

Signing the software in embedded devices.
Developers should ensure that the system boots up
only if the software to execute is signed by a trusted
entity. By anchoring this “root of trust” into the hard-
ware, it becomes extremely difficult to tamper with
firmware.

Separating critical and noncritical systems.
Manufacturers try to collapse as many functions as
possible within one single piece of hardware, but
there’s no real reason why these separate functional
domains should be visible to each other. For example,
it shouldn’t be possible to access an airplane flight
control system via the plane’s onboard entertainment
platform, or a car’s brakes and assisted steering wheel
from the car stereo unit.

Regulators
We cannot rely on the efforts of consumers and vendors
alone. There should be international standardization
and regulation to define the standards of IoT security
and enforce those standards among vendors. Most large
organizations understand the importance of securing
themselves against cyberattacks. Small and medium-
sized companies, as well as household consumers, need
the regulators to protect them. In some countries, riding
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a motorcycle without a helmet is against the law. Bikers
know the danger of not using a helmet, but without
laws to enforce it, many riders would not wear one.
International regulations should enforce “helmets” for
IoT devices.

One might question the viability of international regula-
tion, considering that each country has its own interests.
Yet if we extend the road rules analogy, we can observe
that while every nation has its own driving rules, there
are nevertheless many commonalities. There is no need
for complete harmony in order for countries to issue
and honor international driver’s licenses. A similar
approach should be considered for IoT cybersecurity.
Each nation is free to implement its own rules, but
there are certain core defense concepts that will play
out (with variations) just about everywhere.

In December 2015, the European Union (EU) agreed
on the first EU-wide rules to improve cybersecurity.13

Under the new rules, companies in critical sectors such
as transport, energy, banking, financial services, health,
and water supply will have to ensure that the digital
infrastructure they use to deliver essential services,
such as traffic control or electricity grid management,
is robust enough to withstand cyberattacks. This direc-
tive marks the beginning of platform regulation. We
should expect such international regulations to apply
to securing the IoT.

Researchers
From the academic side, researchers are trying to iden-
tify different building blocks for security improvement.
Many IoT devices use Wi-Fi for communication, and
researchers have found a way to detect tampering with
this type of communication.14 Traditional cryptographic
operations can be used to authenticate data transmitted
from IoT devices. However, tampering with a device
cannot be detected using cryptographic methods. Using
analysis of transmitted data from devices would allow
an additional layer of defense that can detect these
tampering events.

The issue of IoT security is also the subject of inter-
national conferences. The executive summary of Cyber3

Conference Okinawa 2015 argues that it is essential to
determine an architecture for IoT.15 The biggest point,
from a security standpoint, is to develop resilience in
order to prepare for unknown threats, assuming that
some threats are unstoppable. Rather than trying to
defend against every unknown, we need systems that
sustain compromise and keep on functioning with mini-
mal inconvenience. It is vital to establish a shared-goal-
driven, multi-stakeholder network to develop

regulations and security standards for IoT; we need to
find a workable balance between ease of use and secu-
rity. This can only be achieved through the active coop-
eration of a body of diverse stakeholders, taking into
account privacy, human rights, and legal and moral
issues.

Taking Action Now
Until international standardization and regulation
are realized, organizations should take the following
defensive actions:16, 17

Identify data assets and access paths. Organizations
should understand the types of data that wearables
and IoT devices are collecting and for what purpose,
to assess the data’s value — both to those who use
it and those who may want to hold it ransom. They
should identify access paths to vulnerable and sensi-
tive data assets and minimize the impact of phishing
attacks by using multifactor authentication.

Secure data collection as well as data analysis
points. The IoT data chain starts with the device that
collects data, continues through the location where
data analysis occurs, and eventually manifests itself
in the hands of professionals who can make decisions
on the analyzed data. In addition to attacks on the
data-collecting device, determined attackers will
attempt to compromise the data analysis engine
stored in the public or private cloud.

Reexamine existing security functions through an
IoT lens. Companies should factor device context
into identity and access management. They should
look to cloud service providers to assist with incident
response, threat management, and security oper-
ations in the cloud, where their data repositories
are located. Finally, they need to create policies to
address data privacy concerns about data ownership,
consent, use, ethics, and liability.

Isolate IoT devices on their own protected
networks. This will prevent compromising the
business network when IoT devices are attacked. 

Disable UPnP on routers. UPnP is designed to self-
configure when attached to an IP address, making
it vulnerable to exploitation. Hackers can change
the configuration and run commands on the devices,
potentially enabling the devices to harvest sensitive
information, conduct attacks against homes and
businesses, or engage in digital eavesdropping. Thus,
disabling UPnP on routers is an essential means of
stemming a cyberattack.
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Use current best practices. Organizations should take
extra caution when connecting IoT devices to wireless
networks and when connecting remotely to an IoT
device.

Ensure all default passwords are changed to strong
passwords. Leaving the default passwords in place
will enable a cybercriminal to easily exploit the
devices to open doors, turn off security systems,
record audio and video, gain access to sensitive data,
and so on. 

Summing Up
IoT is increasingly used for household appliances, busi-
ness equipment, and critical services; therefore, securing
IoT devices against cyberattacks has become a major
concern. IoT implies a massive increase in data being
collected and transmitted. The growth in the volume
of data creates an inherent increase in vulnerabilities. 

To reduce the success of cyberattacks on smart devices,
consumers should demand secured appliances, vendors
should understand the risks, and international regula-
tors should enforce cybersecurity policies. For industrial
IoT security, the security of a whole chain must be
ensured.

As bikers are required by law to use helmets, interna-
tional regulation should likewise enforce “helmets” for
IoT devices. At the end of the day, each nation or multina-
tional body must establish rules that represent its values
and priorities but collaborate to find common solutions
and mechanisms that will serve the interests of all.
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Expanding Data, Growing Threats
As the number of interconnected smart things increases
from billions to trillions by the end of 2020, and as their
special capabilities for cooperation, communication,
identification, and exchange of information produce a
huge amount of data, the idea of an Internet of Things
(IoT) is becoming a reality.1 In an IoT solution, an inter-
connection between the physical and virtual world is
realized, with humans, devices (or smart things), dis-
semination of data (or information), and communica-
tion as its core characteristics.2

From this promising interconnection, the many differ-
ent sectors of human life where IoT applications and
advanced services are employed are proliferating
rapidly. Nowadays, IoT systems can be found in: perva-
sive healthcare applications, building management sys-
tems, public surveillance systems, smart city services
(e.g., in critical infrastructures such as a smart grid
for electricity generation and distribution), and data
acquisition and sensing applications covering almost
all the aspects of human life, both publicly (e.g., public
surveillance) and privately (e.g., healthcare monitoring
applications). All these systems consist of sensors, actu-
ators, radio frequency identification (RFID) tags, mobile
phones, and/or wearables that generate data and com-
municate intermittently to share with each other or dis-
seminate the information at specific base stations where
it can be further processed and redistributed. 

The demanding pervasiveness of this IoT data collection
results in an increase in the risks to which everyone is
exposed, along with the necessity for better and more
efficient security of the systems where this data is pro-
duced and transmitted. The massive number of devices
that belong to an IoT system, their heterogeneous
nature (in terms of memory availability, process capa-
bilities, energy consumption, and protocol application),
and their need for ubiquitous Internet communication
call for innovative and successful system design in
order to provide resilience, robustness, privacy, and
security to the users.3

Even as our reliance on the digital world increases,
so does the variety and importance of the data that is
transmitted. Therefore, apart from the classical security
threats that a system has to protect against, a new tide of
digital hazards and potential threats is rising that must
be addressed carefully and effectively, because they can
prove extremely harmful for both companies and individ-
uals. In particular, security4, 5 and privacy6, 7 issues are of
great concern, mainly because of their delicate nature and
specifically because of the network’s increased size and
the wealth of (personal) information that is shared in it. 

The notion of security is extremely important for any
system and — especially in the IoT environment — is
closely related to the crucial notion of privacy, in partic-
ular with the identification of sensitive or private data.
The relation is such that it is often difficult to distin-
guish between these two concepts. In an effort to better
describe their roles, consider that security covers the
whole system, including network security and identity
management, while privacy is closely related to the
user’s trust in the system to protect their data and
actions from internal or external intruders.8, 9 Therefore,
any security measures can not only reinforce the sys-
tem’s resilience, but also strengthen privacy, leading to
a desired increase in the user’s trust in the system and
the network (i.e., the Internet).

How harmful can it be when IoT data ends up in the
wrong hands? Imagine an IoT system in which a home
refrigerator can upload data regarding a person’s eating
habits and store them in the cloud. While this alone
might not be important information, when it is com-
bined with data from the house’s smart TV and the
alarm at the door, the result might be more than some-
one is eager to share with others. For example, if data
on the individual’s eating habits is combined with their
preferred TV shows, a user profile can be created that
advertisers could exploit by directing unwanted tar-
geted advertisements, either digital or physical ones,
toward that individual. Exposure of more sensitive
information, such as the status of the alarm (or how
to control it) or the status of the doors and windows
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in the person’s house, could bring about more severe,
even criminal, scenarios.

In the rest of the article, I will focus on the security
and privacy challenges inherent in IoT implementations
and propose solutions to help build a feeling of trust
between all parties. In doing so, I will try to answer
such questions as “How do we assess the security risks
in IoT?” and “How can the distinct interests of the
sources and the collectors of personal data be expressed
in a way that satisfies both parties and increases privacy
and access control?”

Security Challenges 
For the IoT especially, security needs to be considered at
more than one level. From technological issues to more
philosophical ones that aim to enhance the privacy of
the user’s data, paying attention to these concerns will
confer a feeling of trust in the system.10, 11

The security challenges that an IoT solution might face
can be divided into threats of a physical nature and
threats of a cyber-physical origin. The former concern
the extremely large number of devices that work in
uncontrolled environments, where access might not be
easy or frequent, making them vulnerable to physical
dangers (e.g., extreme weather conditions) or human
attacks (e.g., surveillance cameras, sensors in a smart
grid infrastructure). There is also the case in which the
device’s lifecycle surpasses the embedded technology,
demanding a repair or upgrade in order to keep up
with what it is expected from it. Considering that such
devices may be deployed in a hostile environment or
not be programmed to receive an upgrade, this can
result in a rather cumbersome task. 

Cyber-physical threats must also be taken into account
when evaluating the overall system’s resilience and secu-
rity. For example, the large-scale production of several
almost identical devices (e.g., RFID tags, temperature
sensors) greatly increases the possibility of successful
external attacks to the system, since if a malicious party
gains remote access to one of these devices by exploiting
any protocol’s vulnerabilities, other intruders might fol-
low the same process to gain control over the rest of the
devices, multiplying the inflicted system damage. The
fact that IoT environments often include devices that
were not initially designed to provide Internet access
(e.g., RFID tags, watches, refrigerators, alarms) creates
a rather heterogeneous network with different storage,
memory, processing capabilities, and communication
protocols. This demands a closer examination for the
implementation of security solutions, since the traditional
ones will not be applicable without proper modification.

Apart from the above challenges, security breaches in
the IoT will very likely be the product of organized
cyberattacks,12 initiated by individuals with significant
resources that will apply sophisticated methods to try to
gain access to the inside of the IoT network. The targets
of these attacks are the network’s communications, and
the goal is to steal the propagated data. In addition, the
attackers have the knowledge and the ability to launch
large-scale attacks that will cripple the network and
mess with its functionality by controlling a number of
software systems and using them for their malicious
purposes. “Bots” (i.e., computers that are under the con-
trol of the attacker and not their physical owner) are fre-
quently used to send spam emails, launch distributed
denial of service (DDoS) attacks, or host false websites
in order to attract users, steal their credentials, and
thereby gain access to the system “legitimately.” 

One more popular cyber-physical attack is the insider
threat, where outsiders manage to gain access to,
mainly, corporate networks by exploiting the mistakes
of legitimate users (e.g., their lack of compliance with
corporate regulations) or by stealing their credentials
through well-orchestrated attacks. The man-in-the-
middle attack is another well-known cyber-physical
threat, in which a malicious user impersonates a legiti-
mate one during a communication session, gaining
access to the network and learning information or
eavesdropping undetected on conversations between
two legitimate users. Cyber-physical attacks are very
difficult to protect against, since they combine the
application of highly complex techniques and aim at
the most vulnerable elements of the IoT ecosystem. 

All the security threats presented here are part of the
spectrum of security challenges that should be carefully
addressed in order to design a robust and trustworthy
IoT environment. Unfortunately, the cost of intrusions
cannot be measured in advance; therefore, there is a
need to increase security measures and design in order
to counter the possible threats and prevent any breaches
that might damage the feeling of trust in the IoT
environment.

Privacy Challenges
With the involvement of citizens and the characteristic
of ubiquitous communication via the Internet, privacy13

has attracted a lot of attention from IoT researchers
and professionals. Since it is crucial to continuously
reinforce privacy, the system must be able to protect
the identity of the users from being exposed, providing
anonymity of the generated data and, ideally, automatic
detection of the sensitive content. 
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In addition, a system has to prevent the continuous
tracking of a user’s position and actions, which can be
easily done through the mobile devices everyone is
using. Mobile phones can not only be used to track the
location of the user (via triangulation), but also to col-
lect information shared willingly — even in real time —
by the user on social networks. This information can
later be processed by malicious third parties in order
to take advantage of somebody’s absence from home to
force a criminal action against the victim (e.g., a robbery
attempt). Actions that lead to the identification and
tracking of the user are regarded as a very important
privacy threat that must be carefully addressed with
close cooperation between law enforcement agencies
and end users. One example of a working project that
deals with ways this cooperation can be developed is
the EU’s TRILLION project.14

User profiling, the collection of information on a user’s
habits (either online or in real life) by companies to
enable targeted advertisement during Web browsing,
is considered an important privacy threat to everyone.
Facebook recently admitted to using “lookalike” tech-
niques to track the habits of not only its registered
users, but even people who do not have a Facebook
account.15 This can be accomplished by following a Web
user’s online “fingertip,” which is created based on all
the devices that the user owns, certified by an online
account. If the user registers with service A, giving per-
sonal information, then provides different information
to service B, then A can identify the individual with the
help of B by comparing and combining the fingertip
information that both services have. Profiling is a very
popular technique among all major companies that
demand a piece of the modern digital pie.16 Legislation
has begun to be enacted against this kind of action both
in the US and the European Union.17

Perhaps the most serious privacy-related problem in an
IoT environment stems from the lack of control over the
vast amount of personal data generated. Even if the
original data collector is committed to protecting the
user’s data, there might be a moment where possession
of data is passed (legitimately or not) to a third party
who doesn’t share the same views regarding the proc-
essing of the user data. Thus, despite their initial inten-
tions, the original data collector ends up creating a
situation that compromises the user’s trust and creates
a security threat to the system.

PETs and Security Solutions
As we’ve seen, the security and privacy threats in
the IoT environment are many. Privacy-enhancing

technologies (PETs) can be used to achieve compliance
with existing data legislation to protect the user’s pri-
vacy and enforce the feeling of trust in the efficiency
and performance of the system. For optimal perfor-
mance, PETs should address the problems concerning
all the basic attributes of an IoT environment (e.g.,
myriad heterogeneous devices, transfer and processing
of sensitive data, malicious actors seeking exploitation
opportunities). Unfortunately, existing security tools
often do not apply well to the special characteristics
of an IoT environment because of energy consumption
issues or intense processing requirements that are diffi-
cult for many smart devices to achieve. Therefore, I will
confine the discussion to solutions that closely adapt to
the peculiarities of the IoT system.

Cryptography
Cryptography, the most prominent PET technique, aims
to hide the identity of the data’s owner and secure the
transfer of the data in the IoT system, allowing access
only to authorized users and protection against profil-
ing techniques. U-Prove18 is a PET that uses a special
token containing attributes that are cryptographically
related to the user, and Idemix19 uses similar encrypted
tokens that are based on a “group” signature, allowing
an individual to anonymously sign a packet on behalf of
a specific group of people. Both technologies have been
successfully implemented on smart cards and manage
to process authentication requests in less than 1.5 sec-
onds, enhancing the system’s resilience and security. 

For RFIDs, especially, two PET approaches are to
rename the tags and minimize the distance between the
tag and the reader. Furthermore, researchers have pro-
posed a “minimalist cryptography”20 for RFID tags in
which the cryptographic computations take place at the
end point and are then inserted on the tags. To thwart
possible eavesdroppers, the reader can even re-encrypt
the tag at a later point using a different key, such that a
would-be snoop will receive two different signals at two
different times. That way, the prevention of unautho-
rized access is achieved, and secure communication
between the RFID tag and the reader is completed
successfully.

Privacy Coaches and Brokers
Another promising PET solution is the use of a third-
party mobile app that plays the role of “privacy coach,”
suggesting the actions to be taken when reading an
RFID tag. This mobile application scans the ID of an
RFID tag and accesses a back-office database to search
for the privacy policy related to the tag. It then com-
pares it with the user’s privacy preferences (found in



©2016 Cutter Information LLCCUTTER IT JOURNAL  July 201638

their profile on the application) and presents the results
in an effort to warn the user about the potential dangers
of the RFID tags in their vicinity. 

Extending this solution, a proxy can be used as a pri-
vacy broker, responsible for allowing communication
between the information/service providers (e.g., RFID
tags) and the users when the credentials of both have
been certified by the broker, thus ensuring privacy in
the communication. This solution, while promising,
could face scalability issues due to the large number
of devices that might be interconnected through the
proxies, and these issues would need to be carefully
addressed before further deploying the solution in an
IoT environment. Use of lightweight communication
protocols and carefully designed network infrastruc-
tures to deal with the traffic are possible solutions to
this problem.

Data-Centric Approaches
Data-centric solutions have also been applied to
enhance the privacy of an IoT system. These solutions,
which utilize privacy-preserving approaches to protect
the sensitive data that are the heart of the system,21

include:

Data swapping, a technique that suggests the
exchange of sensitive data between individual
records in a database, thereby increasing the uncer-
tainty and making it harder for malicious users to
exploit it

Data randomization, an approach that can be used in
programs written in unsafe languages (e.g., C or C++)
to provide probabilistic protection by issuing XOR
instructions on data with random masks

Data suppression, a technique that is used to conceal
private information on public documents by with-
holding information that can easily identify a person
or a group 

Synthetic data generation, a technique that uses
anonymized data to prevent compromising the iden-
tity and confidentiality of particular sets of data (e.g.,
names or addresses)

Network Approaches
One more popular solution is the use of virtual private
networks (VPNs), which can be described as special net-
works (i.e., extranets) that are created, usually, for busi-
ness purposes between registered users. Since access
to the network is permitted only to a small, registered
group of people, VPNs are considered very resilient.

Nevertheless, they are not a solution that applies well to
a broader information exchange on the scale of an IoT
system. Another PET is “onion routing,” a technique
that encrypts the Internet traffic from multiple sources
and mixes it, making it difficult to achieve a match of an
IP packet to a particular source. Since it uses multiple
encryption layers and the public key from the router,
however, the waiting time is greatly increased, hinder-
ing the overall performance of the network.

For the described PETs to be successful, the overall
security of the IoT ecosystem must be addressed.
Solutions that deal with the majority of the physical
and cyber-physical threats described earlier include
techniques to enforce the confidentiality of the com-
munication between the smart entities, like IPSec
and Transport Layer Security (TLS), which have been
applied successfully.22 To increase their efficiency, they
are also combined with secure network stacks in order
to deal with the resource constraints that are inherent to
many IoT smart devices. 

Architecture
Furthermore, the network’s availability must be ensured
by the IoT architecture23 in order to provide the desired
link handover to allow for seamless communication in
the network, while mechanisms like TLS and TCP can
be used to test for data integrity (i.e., insurance that the
data has not been modified or lost during the communi-
cation phase). Authenticity of a connection (which also
includes the notion of integrity) deals with providing all
the necessary mechanisms to confirm the establishment
of a connection with an authenticated, legitimate user or
device. There are techniques for device authorization to
communicate when they belong to the same domain
(e.g., Kerberos24), but solutions are needed that permit
the authentication of devices even if they belong to dif-
ferent domains, as this scenario better fits the inherent
characteristics of the IoT environment.

Proposed IoT architectures such as IoT-A, BeTaas,
OpenIoT, and IoT@Work25 deal with many of the
security- and privacy-related issues presented in this
article (achieving varied levels of performance on the
many security attributes, as shown in Vasilomanolakis
et al.26), but they still present several holes in their secu-
rity. For example, data transmission is partially covered,
with the focus concentrated on transmission between
the gate and the cloud infrastructure, but not so much
on communication between the smart devices or inside
the cloud. As noted above, one feature that still must be
addressed is inter-domain identity management, which
is strongly needed in an IoT environment. Given all this,
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the fact is that there is still no universal architecture
solution that can be applied to the various IoT scenarios
and perform equally well in all of them.

Standards
Finally, the IoT system suffers from the lack of widely
available, open, and well-adopted standards. Manu-
facturers require technical guidelines so as to ensure
the seamless performance of the system’s functionality
between the heterogeneous devices and the provided
services it provides. To achieve this, special working
groups, both regulatory and technical, should join
forces to provide the guidance needed to enable the
many different IoT manufacturers to be part of a work-
ing and evolving IoT ecosystem. To neglect this task
would hinder the IoT system from achieving its great
potential.
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