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Opening Statement 

by San Murugesan  
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Old is new again — for good reasons. Artificial intel-
ligence (AI) is now 62 years old; the term was coined in 
1956 at a Dartmouth College workshop. Despite intense 
initial interest, AI developments never quite took off 
back then and failed to permeate into practice. How-
ever, artificial intelligence has now seen a resurgence 
and has yielded success in practice on several fronts. 
It has received a facelift, promoting a fresh new look. 
AI’s renaissance is driven by recent complementary 
developments, including major advances in the AI 
arena, realistic expectations, and proven success in 
its application in various domains, such as finance, 
healthcare, manufacturing, and agriculture, particularly 
to address some complex, challenging problems. 

Artificial intelligence is no longer just the theme of 
science fiction essays and movies; it is real and is 
transforming the way we live, work, and do business. 
AI encompasses several related technologies, including 
machine learning (ML), deep learning (DL), natural 
language processing and translation, and chatbots.  

Along with developments in big data, cloud computing, 
analytics, and the Internet of Things (IoT), artificial 
intelligence is driving rapid change across all industries. 
Its impact on individuals and on business and industry 
will be profound. Some predict that its impacts will 
surpass those of electricity and industrialization. 
Indeed, large investments are being poured into 
research, development, and marketing of AI products, 
tools, and services. There is also greater awareness 
among stakeholders than ever before of the advances 
in AI and of the promises, limitations, and concerns 
around it. Technology professionals, executives, and 
businesses need to be aware of ongoing developments 
in the emerging AI landscape and should harness AI’s 
potential — both known and hidden — while address-
ing its risks and concerns. 

This scenario raises a few pertinent questions among 
business executives and technology professionals: 
Where is AI headed? What new applications and 
innovations will emerge? What are the real and 
perceived risks, limitations, and concerns, if any? 

How will AI transform businesses and industry sectors? 
What is an appropriate AI strategy? What will evolve  
as the “new normal”? What new opportunities will 
arise for the IT industry and technology professionals, 
and how should they prepare now for excelling in a 
new age of AI? 

In this issue, we examine some of these questions along 
with the drivers of AI global trends and their impli-
cations — now and in the future. Our contributing 
authors provide insights on key opportunities, strate-
gies, and approaches for realizing AI’s potential and 
discuss emerging issues and concerns, including how 
AI may impact jobs and businesses. 

The AI Renaissance 
Artificial intelligence is creating a lot of excitement and 
hype — much more than any other new technology — 
among professionals and across all kinds of business 
and industry, as well as among individuals. It is a new, 
innovative approach for solving some of the challeng-
ing problems that we encounter in practice, as well as 
an enabler of disruptive innovations. In the past five 
years, there have been significant developments in AI, 
particularly in ML, DL, and chatbots. These develop-
ments facilitate autonomous decision making and 
operations and enable AI applications to learn to 
perform better from their interactions with us and their 
environments, to reason with purpose, and to interact 
more naturally with humans and other smart systems. 
Helpful applications of AI are emerging in areas such as 
research and discovery, decision support and advisory, 
customer engagement, customer experience manage-
ment, healthcare, the IoT, and cybersecurity. We are 
also beginning to examine how AI-based systems and 
humans work together and complement each other’s 
capabilities. And companies across industries are 
seriously examining how they can benefit from 
applying AI in their organizations. 

Like any new technology, AI offers promises but also 
has limitations and presents some risks and concerns. 
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Concerns include its social implications, potential bias 
in AI systems, the ethics of some of its applications, and 
its lack of empathy. To benefit from AI’s potential, AI 
applications must be seen as trustworthy and dependa-
ble to gain the acceptance of users. 

Advances in artificial intelligence and judicious appli-
cations of the advances to address real-life problems 
have the potential to bring innovations that truly 
improve business operations and customer engage-
ment, change the nature of work, and boost socio-
economic development in the developed and  
developing worlds. They also have the potential for 
better human-machine fusion, complementing and 
exploiting each other’s unique strengths and capabil-
ities. These innovations will result in disruption so 
we must acknowledge the new challenges AI will 
present — not only technical and organizational chal-
lenges, but also social, legal, and regulatory hurdles. 

IT professionals need to prepare for the new age of 
AI with education and (re)training. We also need 
to create new platforms and tools for development, 
testing, and deployment, and, perhaps more important, 
a new mindset among developers, users, and regu-
lators. While AI seems to offer huge opportunities, 
researchers, developers, and businesses alike should 
focus on addressing meaningful and purpose-driven 
problems that confront business and society, rather than 
attempting to address hypothetical or toy problems 
and coming up with useless or fanciful applications. 

While the new age of AI seems real, how it will 
transform what we currently do and how we address  
as-yet-unresolved problems and the extent of its impact 
and penetration — not only in business and industry 
but also in common use by people of different profiles 
and needs — will depend upon how we collectively 
harness its potential, understanding its limitations and 
addressing the challenges. Let’s prepare ourselves — 
and the society we are expected to serve — for a better 
future shaped by AI and other supporting technologies. 

This issue aims to reveal some of the emerging AI 
landscape and serve as inspiration. We present seven 
thoughtfully selected articles written by established 
practitioners, consultants, and researchers in AI. 

In This Issue 
Artificial intelligence can be viewed from many angles 
and through multiple lenses, and depending how you 
view it, you will come up with different perspectives 
on the technology. As a starting point for this issue, 
Cutter Fellow Steve Andriole presents a brief, multi-
faceted overview of AI — “the good, the disruptive,  
and the scary” — and sets the backdrop for further 
exploration. He outlines some recent advances in and 
key limitations of AI and explores how AI could disrupt 
several domains, such as insurance, banking, law, real 
estate, and education. He then discusses the impact that 
the deployment of intelligent systems will have on jobs 
and the professional opportunities that will arise. 

AI comprises different technologies and approaches. 
To exploit its full potential in a given context or 
application, it is important to connect and embrace 
those “dots” collectively. In our second article, Cutter 
Senior Consultant Borys Stokalski, Bogumił Kamiński 
and Przemysław Szufel emphasize the need to connect 
and collectively harness advances in different elements 
of AI and outline autonomous business entities as 
examples of convergence of AI. The authors discuss 
the application of AI, not only to improve business 
operations, but also for product adaptation and to 
enable and support business model innovations, 
thereby making the entire business “smart.” They 
also explore “data labs” and “data factories,” which 
facilitate business model innovation. Finally, the 
authors argue that while AI-driven, radical automation 
of businesses will replace human work in some areas, 
humans will remain relevant in others. 

Next, we draw your attention to the design, devel-
opment, deployment, and refinement of cognitive 
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computing systems (CCSs). While CCSs are deployed 
in a variety of fields yielding benefits exceeding 
expectations, there are also major failures. According 
to authors Kevin Desouza, Lena Waizenegger, and 
Gregory Dawson, lack of appreciation for the differ-
ences inherent in developing a CCS versus a traditional 
software system is key to these failures. To assist in 
developing successful CCSs and to derive benefits 
from them, they offer a set of 10 key recommendations 
based on their examination of over two dozen systems. 
They conclude that CCSs will be a dominant technol-
ogy that will permeate all business operations for the 
foreseeable future. 

The next three articles showcase how AI is being 
deployed in three major sectors: banking, govern-
ment, and insurance. First up, Hemamalini Kumaran, 
Prema Sankaran, and Raj Gururajan discuss how AI 
is transforming the banking sector. They outline how 
Indian and US banks are using AI to gain significant 
benefits and offer an enhanced customer experience. 
The authors examine the key drivers that inspire banks 
to embrace AI, the challenges involved in implementing 
it, and what needs to be considered in applying AI to 
best serve customers. 

Perhaps surprisingly, AI is gaining interest from the 
government sector, too. In their article, Vipin Jain and 
Seema Jain discuss the opportunities emerging from 
artificial intelligence and how cognitive technologies 
will fundamentally change the way government works. 
They outline how the US public sector is currently 
adopting and planning to embrace AI and ML in 
various applications. They also highlight priorities 
for federally funded research in the US. To help 
developers in conceiving and developing AI appli-
cations, the authors present an AI adoption frame-
work and briefly discuss the categories of AI-branded 
services available from leading cloud service providers. 
They finish with a consideration of whether AI is a job 
creator or a job destroyer. 

Artificial intelligence will compel the adoption of new 
business models. In his article, Raj Ramesh discusses 
business model transformation with a focus on the 
insurance sector. He covers the potential of AI in 
insurance and then expands his discussion to the 
ingredients necessary for AI to provide good value 
to the business in any sector. 

Finally, we draw your attention to a key barrier to 
wider adoption of AI and ML: trust. Researchers Keng 

Siau and Weiyu Wang examine prevailing concepts of 
trust in general and in the context of AI applications 
and human-computer interaction in particular. They 
discuss the three types of characteristics that determine 
trust in this area: human, environment, and technology. 
They emphasize that trust building is a dynamic proc-
ess and outline how to build trust in AI systems in two 
stages: initial trust formation and continuous trust 
development. 

Imagining New Realities of AI 
Artificial intelligence is driving rapid change across 
all industry sectors. We are entering new territory and 
hoping to benefit from the opportunities that AI and 
ML present. On one hand, ongoing developments and 
the resulting possibilities are impressive and likely to 
further transform the world. On the other hand, there 
are concerns regarding the ethical implications and 
potential harmful effects of AI applications on society. 
Moreover, to gain dominance in the AI landscape, 
there is fierce competition among technology giants 
as well as startups. 

We hope the articles in this issue present perspectives 
and ideas on fulfilling the promise of artificial intelli-
gence and that you’ll find them interesting, insightful, 
and practical. We also hope this issue of Cutter Business 
Technology Journal will help you “imagine the new 
possible” and inspire and encourage you to harness 
advances in AI in your domain of interest, addressing 
any concerns and limitations, for good. 

San Murugesan (BE [Hons], MTech, PhD; FACS) is a Senior 
Consultant with Cutter Consortium’s Data Analytics & Digital 
Technologies practice, Director of BRITE Professional Services, and 
an Adjunct Professor in the School of Computing and Mathematics 
at Western Sydney University, Australia. He is Editor-in-Chief 
Emeritus of the IEEE’s IT Professional. Dr. Murugesan has four 
decades of experience in both industry and academia, and his expertise 
and interests include AI, the Internet of Everything, cloud computing, 
green computing, and IT applications. He offers certificate training 
programs on key emerging topics and keynotes. 

Dr. Murugesan is coeditor of a few books, including Encyclopedia 
of Cloud Computing and Harnessing Green IT: Principles and 
Practices. He is a member of the COMPSAC Standing Committee, 
and a fellow of the Australian Computer Society. Dr. Murugesan held 
various senior positions at Southern Cross University, Australia; 
Western Sydney University; the Indian Space Research Organization, 
Bangalore, India; and also served as Senior Research Fellow of the 
US National Research Council at the NASA Ames Research Center. 
He can be reached at smurugesan@cutter.com. 
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Those who develop and sell “intelligent” applications 
understand the extraordinary implications — and 
opportunities — of artificial intelligence (AI) solu-
tions. Amazon, IBM, SAP, IBM, Oracle, Google, Cisco, 
Microsoft, Alibaba, Comcast, HP, Intel, Facebook, 
Apple, eBay, Thermo Fisher Scientific, Samsung, 
Dell, Foxconn, Huawei, and Baidu — just about all 
the players — are racing across the value chain to sell 
what they have to sell: smart applications that can save 
money and make money. CEOs, COOs, CIOs, CISOs, 
CDOs, CFOs, and CTOs are all waiting impatiently to 
deploy applications that will save them time, effort, 
and money — especially money they now spend on 
expensive humans. They see AI as a cost manager and 
a profit center. Is this a revolution waiting to happen? 
Absolutely yes. 

AI will continue to impact industries and professions 
vulnerable to deductive replacements and routine 
automation. But — for the first time — AI will also 
displace a whole lot of knowledge workers — well-
educated professionals — especially in the banking, legal, 
education, real estate, and insurance industries, among 
a broad range of service industries. Its impact on the 
transportation and manufacturing industries will 
accelerate as well. In fact, there’s no limit to the applied 
potential of AI, which will conceivably become as 
ubiquitous as databases, networks, and personal 
computing devices of all kinds. 

The Good 
The good news is that artificial intelligence is already 
many things to many people and represents a variety 
of alternative methods, tools, and techniques either 
already in the field or under aggressive development. 
An important distinction among intelligent solutions 
is strength.1 “Weak” AI solutions are ones essentially 
preprogrammed to “solve” problems in well-bounded, 
usually deductive domains like routine task manage-
ment (e.g., record-keeping, FAQs and answers, and 
customer service). “Strong” AI solutions are those 

capable of extrapolating and “reasoning” beyond well-
bounded domains, such as those that can “diagnose” 
problems in real time.  

Weak AI system “intelligence” is defined as the consis-
tent, persistent performance of repetitive, repeatable 
tasks. Filing a tax return only requires weak AI, since 
tax rules are well-defined (well-bounded), deductive, 
and codified. Strong AI systems can “think” by gen-
eralizing intelligence across problem domains. While 
we’re some years away from intelligent systems with 
“consciousness,” strong AI systems will eventually 
mimic human capabilities, though there’s heated debate 
about how “human-like” they can ever become.2 

The good news is that weak AI is exploding. But don’t 
confuse “weak” with ineffective. Some of the domains 
to which weak AI is applied include financial trading, 
market analysis, insurance underwriting, fraud 
protection, plagiarism checking, email management 
(including spam filtering), and multiple forms of tax 
preparation. These applications are inexpensive to 
develop, easy to deploy, and therefore extraordinarily 
cost-effective. In fact, their use has already become 
best practice. 

Strong AI is on its way in several forms. Intelligent 
automation, especially robotic process automation,3 
is adaptive to changing tasks. Machine learning — 
especially deep learning4 — super-charges intelligence 
with powerful knowledge representation techniques 
like neural network modeling.5 Enabling these appli-
cations are tools like machine vision,6 robotics, and 
natural language processing. 

Billions of dollars are pouring into the development of 
both weak and strong AI. According to CB Insights (and 
other industry investment trackers),7 AI remains one of 
the largest investment areas for private equity venture 
capitalists, corporate venture capitalists, and companies 
across multiple industries that the technology industry 
has ever seen. High levels of financial interest are 
predictors of technological progress. 

DOOMED FOR DISPLACEMENT DAMAGE 

AI: The Good, the Disruptive, and the Scary 
by Steve Andriole  



Get The Cutter Edge free  www.cutter.com Vol. 31, No. 2     CUTTER BUSINESS TECHNOLOGY JOURNAL 7 

The Disruptive 
“Disruption” is a matter of perspective. It has been 
placed in quotes here because artificial intelligence is 
indeed disruptive, which many industries, companies, 
and executives find exciting as well as threatening 
(which may explain why most disruption comes from 
startups and not industry incumbents). There are some 
industries that AI will disrupt more (and faster) than 
others, such as insurance, real estate, banking, law, and 
education. Each of these industries will be disrupted 
not just by weak and strong AI, but also by regulatory 
changes that will clear the way for major disruption. 
Weak AI is already hard at work in these industries, but 
stronger AI is banging on the door. Let’s look at some of 
the major processes in these industries and how AI will 
disrupt not only these processes and but whole business 
models. 

Insurance 
The insurance industry has already been attacked by 
digital agents, but the digital army is now poised for a 
takeover. Most millennials do not use home, auto, and 
life insurance agents: 

Instead of working with local agents to find the right 
coverage, 67% of millennials are purchasing directly from 

insurance companies, leaving agents out of the picture.8 

Why in the world would anyone with a computer or 
smartphone make an appointment with a human being 
and physically travel to an office? If present trends 
continue, insurance agents will disappear completely 
about the same time we bury the last baby boomers. 
Agents and the entire process will be replaced by 
intelligent chatbots and virtual assistants, which will 
optimize insurance products according to the individ-
ual circumstances of each client. The same assistants 
will handle claims. The processes that are especially 
“vulnerable” include underwriting, claims processing, 
transaction management, fraud detection, risk man-
agement, and, perhaps most importantly, insurance 
planning. The shift from weak to strong AI will be 
disruptive, especially when intelligent virtual assistants 
replace human insurance agents, which will occur 
steadily over the next five to seven years. 

Real Estate  
The real estate industry is under attack from compa-
nies like Open Listings and the larger “for sale by 
owner” (FSBO) community. But the traditional players 
have some powerful friends that lobby endlessly to 
keep their hold on how real estate is bought and sold. 
There are so many hands in the typical transaction that 
it’s impossible to easily identify all of the financial 
vested interests in real estate transactions — which 
makes the industry difficult, but not impossible, to 
disrupt. Consider executive coach and author Bruce 
Kasanoff’s point of view:9 

95% of a broker’s role could be handled better by well-
designed technology systems. Bidding, for example, 

could be handled by an automated system that includes 
legally-binding documents that would be instantly 

accessible to each party’s attorney … the fact is that one 
thing keeps the broker’s role alive today: the regulations 

that govern the real estate industry. 

The implications for AI here are everywhere. The entire 
list/bid/buy/sell/regulate process can become victim 
to automation. Much of the automation only requires 
weak AI; strong AI will manage advanced bidding 
and negotiation. Customized listing processes will be 
developed, implemented, and managed by intelligent 
systems. Property search will be automated based on 
preferences and life circumstances that virtual assistants 
will calculate. The property search process will become 
proactive the moment a buyer expresses interest in 
moving or renting, when buyer and market databases 
will merge into personalized and customized options. 

Banking 
According to Moven founder Brett King (as reported by 
Eric Rosenbaum of CNBC):10 

The biggest banks in the world in 2025 will be technol-
ogy companies, and banks that grew through branch 

acquisitions in the ‘80s and ‘90s, that grew by physical 

bank presence, will have a real problem. 

Money is also disappearing. Way back in 2012,  
International Business Times correspondent Jacey 
Fortin reported that:11  

http://www.cutter.com
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In Sweden, monetary transactions made with physical 
cash are down to three percent of the national economy. 

In most Swedish cities, public buses don’t accept cash; 
tickets are prepaid or purchased with a cell phone text 

message. 

The US lags, of course, but it’s only a matter of time and 
money — especially because of the control that cashless 
transactions provide governments and the financial 
gains banks accrue from closing physical branches 
and going cashless. What aspects of banking cannot be 
automated? Which processes would not benefit from 
weak and strong AI? 

AI-with-blockchain will be the preferred banking 
architecture, but basic banking processes are not the 
only ones vulnerable to intelligent systems. Wealth and 
portfolio management will be empowered by advanced 
analytics capable of customized predictive and prescrip-
tive planning, the holy grail of financial management. 

Law 
Why are there so many lawyers? There’s no need for 
so many physical, organic, living, breathing legal 
professionals in the digital era. Expertise defined 
around “rules” can be automated and distributed at 
the touch of a key, a verbal command, or a reasonably 
intelligent (even weak) assistant. Automated reasoning 
(strong AI) will replace many lawyers (and, for that 
matter, doctors, accountants, professors, and engineers), 
primarily because “the law” and other professions are 
well-bounded, codified domains — precisely what 
intelligent systems require to excel. Disruption has 
already arrived. According to data privacy lawyer 
Sterling Miller, three events are imminent:12  

1. Some legal jobs will be eliminated (e.g., those [that] 

involve the sole task of searching documents or 
other databases for information and coding that 

information are most at risk). 

2. Jobs will be created, including managing and 

developing AI (legal engineers), writing algorithms 
for AI, and reviewing AI-assisted work product 

(because lawyers can never concede the final say 

or the provision of legal advice to AI). 

3. Most lawyers will be freed from the mundane 
task of data gathering for the value-added task 

of analyzing results, thinking, and advising their 

clients. 

Consider also legal vendors like LegalZoom and 
Atrium that understand how the process from weak 
to strong AI will evolve. Weak AI applications — what 
we still call “expert systems” — power many of the self-
service functions at LegalZoom and Atrium. Soon, legal 
advice dispensed by human lawyers will be replaced by 
intelligent assistants with de facto JDs informed, again, 
by personalized and customized databases. 

Education 
And why are there so many teachers? There are so 
many teachers, trainers, and professors because there’s 
a tremendous need for their services. But there are 
problems. Many of the domains that they teach, such 
as science, technology, engineering, and mathematics 
(STEM), are dynamic. The currency of the teachers, 
trainers, and professors who teach domains that 
frequently change is a challenge. Pedagogy also tends  
to be static among veteran teachers, trainers, and 
professors. 

Weak AI can automate the basics of education, such 
as enrollment, curriculum optimization, and grading. 
It can also customize and personalize learning experi-
ences, correlating with personal and behavioral data 
that will improve the learning process. Intelligent 
analytics can measure effectiveness, which results 
in teacher/trainer/professor assessments, as well as 
assessments about the effectiveness of curriculum 
content. Said differently, total quality management 
can be automated by intelligent assistants. Intelligent 
tutors can assist where necessary. 

The Scary 
First, let’s acknowledge the lack of intelligence around 
artificial intelligence. Members of the US Congress, for 
example, know little or nothing about the technology — 
which is worrisome on so many levels, especially when 
we consider the technology’s inevitable impact on the 
US and global economies. Most CEOs — and even most 
CIOs and CTOs — also know relatively little about AI 
— though, when surveyed, they list AI as one of the 
most important technologies of the 21st century. The 
judicial system has its head in the sand. The general 
population only appears to understand AI in the way 

Let’s acknowledge the lack of intelligence 
around artificial intelligence.  
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Hollywood dramatizes it, like the way it was exhibited 
in 1992 in Minority Report, in 1999 in The Matrix, and, 
more recently, in the movie Her, HBO’s Westworld, and 
several episodes of Netflix’s Black Mirror. 

Try this: go to a party and randomly ask the guests 
what they think about AI. I’ve done it several times 
and the word cloud illustrates robots, Alexa, Watson, 
and Westworld, but nothing about machine learning, 
knowledge representation, or neural networks. The gap 
here is scary. 

Weak and strong AI will displace labor, but what 
happens when widespread job displacement occurs? 
Hardly any of the pundits describe specific displace-
ment management strategies or plans. This is the scary 
part of the story (not AI hostages or AI-instigated 
Armageddon). How many industries and companies 
will know how — or even want — to manage displace-
ment, especially if displacement management offsets 
savings from labor reduction? 

Corporate HR departments will explode with com-
plaints and lawsuits, and collapse under the weight 
of the exit packages they’ll be forced to give, at least 
temporarily. Young and aging factory workers — along 
with lawyers, accountants, and educators — will forget 
their purpose. Politicians will stare into the technology 
headlights — again — frozen by their own confusion 
and vested self-interests. Executives and shareholders 
will squeal with profitable delight. Universities will 
adjust their curricula or rapidly lose customers. Pain 
will pervade the corridors (but not the boardrooms) of 
the hard and soft industrial worlds, though this time the 
corridors will be wider and prettier than they’ve been 
in past displacement revolutions because knowledge 
workers typically ply their trades in prettier places. 

Transition — and displacement management — will 
be the challenge. This is the part of the AI story that 
deserves much more attention, though very few 
analysts talk about what happens after displacement 
occurs. What happens to the paralegals, lawyers, 
accountants, medical diagnosticians, manufacturers, 
supply chain managers, and customer service represent-
atives when they’re displaced? Where will they go? 
What will they do?  

Consider the doom-and-gloom proposition from 
strategy and management consultant Xavier Mesnard 
at the World Economic Forum:13 

The risk we are facing in the near future is mass 
unemployment for some categories of workers, com-

bined with lack of skills in other categories — and the 

political and social implications of such imbalances. 

While Mesnard’s predictions may be scary, they 
deserve serious attention. (What if he’s right?) 

The assumption is — as it always is — that we have 
time to think all this through (or ignore it for as long 
as we can); perhaps even as much time as it took cars 
to totally replace the horse-and-buggy, or about a 
quarter of a century. But displacement this time will be 
much faster and more brutal than it’s been in the past. 
There won’t be anywhere near as much time as in past 
industrial revolutions because this revolution is digital 
and therefore, by definition, pervasive and exponential. 
We’re already digitally connected, so displacement has 
an infrastructure in place, which is an unprecedented 
revolutionary reality (note, for example, how the 
adoption of automobiles was constrained by the 
lack of a highway infrastructure). 

One example boldly illustrates the point: self-driving 
vehicles will be widely deployed in five to seven years 
— not decades from now. The enabling digital technolo-
gies that locate, direct, and power autonomous vehicles 
are in place, which will accelerate adoption and dis-
placement. What will happen to the operators of these 
vehicles and those who enable the entire vehicle and 
transportation supply chain? 

The emerging crisis is not about inevitable displacement 
but about reaction and replacement policy. Since cor-
porations will largely benefit from displacement (in 
the same way they benefit from cheaper global labor 
markets), governments will be expected to intervene at 
some level. But given how clueless government already 
is, and how slowly it moves even when it’s informed 
and committed, the prospects for effective displacement 
management are low. It may be that we’re focusing on 
the wrong problem — and the wrong problem-solvers. 
It may be that completely unpredictable events will 
define displacement management policy. So how do 
we manage displacement? 

We have less than a decade to figure all this out, which 
is a problem given the current level of intelligence about 
AI. There’s a lot of education and analysis necessary to 
minimize transitional and displacement damage and 
optimize another global transition. The backdrop is 
complicated by a variety of other competing priorities. 
The first step is awareness. 
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Now What? 
We have seen whole industries disrupted by digital 
technology over the past two decades. But all that 
disruption combined only represents Disruption 1.0. 
The five industries discussed here represent just the 
beginning of Disruption 2.0. Like the iPhone, there are 
likely to be many incarnations over time. As machines 
get smaller, smarter, and cheaper, we’ll see more and 
more industries disrupted by digital professionals 
and their digital tools. The implications of continuous 
disruption are extensive and unpredictable. The 
world as we think we know it will never be (just 
as it never was). 

AI has the potential to quickly supplement and displace 
huge numbers of hard and soft skills. We need some real 
intelligence to avoid a rocky process that could have 
major social, economic, and political consequences. Are 
there members of government willing to launch these 
discussions at the national level? Are there editors of 
major media willing to raise red flags? Would it make 
sense to seek global agreement? (CNN has time to 
analyze the power of music and meals. Maybe it 
could do a series on AI.) 

This is clearly a multidisciplinary problem. Colleges 
and universities should focus on the implications of 
displacement. Government and foundations should 
fund research in the area. Corporations should develop 
displacement management plans. The major social 
platforms — Facebook, Instagram, Twitter, and so on — 
should proactively encourage discussions about the 
displacements about to occur. 

AI will disrupt knowledge- and production-based 
professions and the fields that prepare and maintain 
these professionals. Note that “trickle-down disruption” 
will be much more impactful and sustained than “first-
order disruption.” You can decide how much about AI 
is “good,” “disruptive,” and “scary.” There’s enough to 
go around, that’s for sure. 
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We are witnessing explosive growth in the practical 
applications of various flavors of artificial intelligence 
(AI), from chatbots powered by cognitive engines, 
through advanced image recognition, smart robots 
and vehicles, to advanced analytical solutions based on 
machine learning (ML) methods and tools. Moreover, 
the proponents of artificial general intelligence (AGI) 
platforms have made significant progress in their 
effort to create machines that exhibit creativity and 
have the potential to master complex games on a level 
unmatched by human players.  

Furthermore, there is a growing portfolio of tools 
for advanced analytical processing that eliminates 
the need to master the advanced engineering skills of 
high-volume, parallel data processing. This allows data 
analysis experts, already proficient in the design and 
evaluation of complex analytical models, to work much 
more productively. Consequently, the entire discipline 
of data science will accelerate in terms of the number 
of people involved, progress in methods and practices, 
and value delivered. 

While numerous specialized AI applications can clearly 
provide solid ROI, two key questions remain: How can 
the “dots” be connected? And what are the key “points 
of convergence” in AI evolution? This article focuses 
on one such point of convergence — autonomous 
business entities. This idea has already been hailed 
in such experiments as the AI-based hedge fund 
from Aidyia1 and a “decentralized autonomous 
organization” (DAO),2 a blockchain-based concept  
of a “company without a company.” 

The Evolution of Process Automation 
Programmable machines invaded manufacturing 
processes in the early 1970s. The number of heavy-duty 
industrial robots operating today is close to 2 million, 
and that number is growing constantly. Information 
workflow automation exploded some two decades later, 
borrowing the paradigms from the manufacturing 
world and concepts developed by Frederick Winslow 

Taylor, the father of scientific management.3 It has 
quickly become evident that such an approach delivers 
results mostly when applied to routine and predictable 
processes.  

In today’s dynamic business environment, however, 
information work has become ever-challenging with 
two opposing factors: (1) the flexibility required to 
allow for fast innovation and real-time responsiveness 
and (2) the efficiency achieved through Lean, optimized 
processes. Moreover, hierarchical process control must 
give way to emergent control. Agility, so much desired 
in modern business, requires the “frontline actors” to 
decide how to achieve goals within such constraints 
as time and resources available. Indeed, increasing 
competition and shorter product lifecycles require faster 
and cheaper “to market” activities and, at the same 
time, better alignment with customer expectations.  

This puzzle has given rise to service-oriented architec-
tures and adaptive, goal-based process management. 
What does that mean? That processes must be injected 
with operational intelligence. By applying sophisticated 
models to analyze operational data coming from 
sensors, mobile devices, or embedded systems, the 
entire business cycle can be automated. This includes 
the cognitive aspects, which have long been human 
monopolies. Image recognition, auditory capabilities, 
and natural language processing are already handled 
“well enough” by machines, and the rate of improve-
ment of machines’ cognitive capabilities will accelerate 
due to the consumerization of technology. Machines are 
currently outsmarting humans in many areas, so it 
seems possible and perhaps even necessary to follow 

Connecting the AI Dots:  
Radical Scenarios for Business Automation  

PRIME TIME FOR AI 

by Borys Stokalski, Bogumił Kamiński, and Przemysław Szufel  

While numerous specialized AI applications 
can clearly provide solid ROI, two key  
questions remain: How can the “dots”  
be connected? And what are the key  
“points of convergence” in AI evolution?  
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a radically different paradigm: virtual business entities 
engaging customers, transacting business, and optimiz-
ing resources with minimum human intervention (or, 
should we say “consultation”). 

The Smart Supply Chain 
Business is not just about bits; it is also about atoms. 
Things that are manufactured need to be handled in 
the supply chain all the way from basic components 
down to the finished product arriving at the customer’s 
doorsteps or shop shelves. But as those “things” become 
smarter, the physical value chains and information 
processes converge. 

Much of today’s R&D and startup investment is going 
into smart logistics. Swarms of smart robots handle the 
material streams on manufacturing shop floors or at 
distribution centers. Robotic support for logistics ranges 
from entire systems to smart autonomous devices 
and components of store infrastructure (e.g., Amazon 
Robotics). Independent autonomous robots capable of 
transporting a variety of mobile containers while safely 
navigating through crowded plant spaces using just 
their sensors and onboard intelligence can be integrated 
through API and mission-planning applications with 
third-party warehouse management software. A good 
example is the Warsaw-based VersaBox.4 This robotic 
company manufactures autonomous robots that roam 
the factories of car manufacturers and automotive 
component suppliers. 

Smart logistics has its broader twin in the evolution of 
unmanned transport vehicles, such as driverless cars, 
drones, and trains. Legislators around the globe are 
currently working on laws that will enable driverless 
vehicles to operate on public roads. With initiatives 
like “Uber Elevate” (Uber working with NASA and 
air traffic experts on a proposed air transport system 
for the 2028 Los Angeles Summer Olympics), it is not 
unlikely that autonomous airborne logistics will become 
part of our daily experience in the coming decade.  

The next logical step after autonomous transport 
services become part of the daily infrastructure is the 
concept of “smart cargo.” Smart cargo can communicate 
with the sender, receiver, and transport services to 
optimize the way to its destination. As a result, order 
fulfillment processes will become distributed across 
many agents of the smart world — a tangle of digital 
services ecosystems.  

Such multi-agent networks are currently being actively 
researched for their qualities and management strate-
gies. Predictive modeling is one piece of a three-element 
puzzle required to deliver best-in-class solutions. Other 
ingredients are optimization and simulation methods, 
two workhorses of the operations research discipline. 
The true game-changer is the real-time combination 
of these methods’ predictive models, fed with an 
unprecedented level of granularity of data that can be 
used to tune them online. Apart from giants like Uber 
or Amazon, who naturally have the scale to develop 
and maintain such solutions, it is interesting to observe 
that such technology can be readily applied by smaller 
players and even startups.  

Take Instacart, “a same-day grocery delivery service.”5 
Instacart customers can order products via an applica-
tion and get the goods delivered by a personal shopper 
that same day. To squeeze out maximum performance 
of deliveries and maintain the ability to ensure high 
service levels, Instacart has built a complex analytical 
ecosystem. Building on the predictions of customer 
demand and shopper characteristics, the retailer derives 
optimal staffing levels and routing plans for deliveries. 
The whole process is wrapped in a stochastic simulation 
framework, which assesses the expected service level 
of each operational decision. Such a strong backing 
by analytical solutions allows Instacart to grow fast — 
and investors like it. The startup has had a fresh, big 
round of financing this year, putting it at a value of 
US $4.2 billion. 

Automating Customer Engagement 
Every business is only as sound as its capabilities to 
identify potential customers, present them with a value 
proposition at the right time and in the right context, 
and turn such contacts into a transaction, or, better yet, 
a profitable relationship. 

These activities can in many cases be executed by 
machines without significant intervention of humans. 

Predictive modeling is one piece of a  
three-element puzzle required to deliver  
best-in-class solutions. Other ingredients 
are optimization and simulation methods.  
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AI provides us with numerous ways to automate 
marketing, sales, and customer support processes. 
Examples include state-of-the-art chatbots based on AI/
ML platforms and programmatic marketing services 
that can be used as effective, real-time segmentation 
and communication tools to crunch data generated by 
millions of Web users, which has been collected via 
global search, content, and social media platforms. 

A well-known example of this AI technology are digi-
tal assistants, or conversational service hubs, such as 
Google Home or Amazon Alexa. These sophisticated 
Web services communicate with users through a range 
of interoperable devices either sold by the vendor or by 
third-party providers. Such cognitive tools can also be 
used as third-party components to enhance products. 
Car manufacturers such as BMW are already announc-
ing the intentions to implement Alexa directly inside of 
cars. Another practical use case for AI technology is the 
automation of call centers where humans are only the 
last line of support. Predefined software components 
necessary for the delivery of such a solution are 
available today from cloud platform providers.  

Adaptive Products 
Customer engagement processes offer a broad spectrum 
of automation opportunities spanning all aspects of a 
customer’s journey. The act of managing the product 
portfolio, however, remains in most cases a human 
responsibility. It is quite difficult to imagine fully auto-
mated product portfolio management — especially in 
the case of covering innovations related to customer 
value proposition. However, if we look at the product 
innovation process from the consumer’s perspective, 
we might view it as a process of advanced product or 
service personalization, opening new possibilities for 
automation. Instead of designing a product, we build 
a model of a customer and design communication 
tools that help them configure an optimum customer 
experience. By combining cognitive technologies, 
advanced analytics, and flexible product delivery 
mechanisms (e.g., 3D printing, APIs to product 
functionalities, value-added partners and ecosystems), 
we can envision some form of “automated hyper-
personalization,” which may replace the need for 
internally driven product improvement/innovation 
as currently practiced.  

Such an approach is unlikely to deliver breakthrough 
product innovations. It is also unrealistic to expect 

physical products such as cars, smartphones, or 
refrigerators to redesign or reshape themselves to 
better reflect changing customer preferences. However, 
as more product features are delivered through soft-
ware, products become platforms, interconnected and 
open for integration with third-party products and 
services. As such, assets requiring extensive service and 
maintenance (e.g., cars) can be converted into services 
offerings. Replacing ownership with usage fuels the rise 
of a new category of smart products, including Google 
Home or Alexa Skills,6 that can serve as aggregators of 
customer needs and delivery hubs for digital features 
provided by various parties. Therefore, the role of 
“smart” objects and places (e.g., smart cars, smart 
homes, smart offices) as mediators between an increas-
ingly complex world of interconnected intelligent 
things and personalized human needs will become 
significant. 

Adaptive Business Models 
We have reviewed how business automation can 
take advantage of AI solutions in various aspects of 
business operations. We believe that connecting the  
“dots” provides a convincing argument that as the 
technology evolves, human involvement in operations 
will transform from execution to configuration, over-
sight, and refinement of autonomous operations so that 
the technology itself can accurately implement and 
execute the entire business model. Therefore, the next 
logical step in our quest for radical automation is to 
look for ways to use AI to automate activities beyond 
operations. Specifically, we want to look at making 
businesses adapt to changes in the environment by 
introducing changes in the various business cycles 
that implement the business model. 

A digital online entertainment service business model 
might include typical operational business cycles 
covering customer engagement, onboarding, provision-
ing, monetization, and revenue assurance along with 
content management and even content design and 
production. We can look at how business cycles are 
implemented through the lens of an “observe, orient, 

Customer engagement processes offer a 
broad spectrum of automation opportunities 
spanning all aspects of a customer’s journey.  
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decide, and act” (OODA) loop7 — a reference model of 
an adaptive event-response system. From this point of 
view, every business cycle involves coordination and 
execution of actions (sometimes complex ones) that are 
triggered by events recognized through observation 
(gathering data) and orientation (translating data into 
business-relevant events). In this view, adaptability 
involves two capabilities: 

1. “Reprogramming” actions 

2. Evaluating and improving models used 
for orientation 

Current practices in process automation that best 
support adaptability involve separation of “execution 
logic” from “decision management logic.” Execution 
is driven by a portfolio of simple, highly granular 
services representing atomic actions, such as manipula-
tion of attributes of specific business objects, managing 
relationships between objects, and so on. These are then 
“brought to life” by decision logic comprised of rule 
sets activated by business events.  

In such an approach, the question of adaptability of 
business models can be reduced to the adaptability of 
business cycles and further reduced to the evaluation of 
the efficiency of rule sets controlling the execution logic 
(ORIENT->DECIDE->ACT or ORIENT->ACT threads 
of the OODA loop) and improvement/modification of 
these rules.  

Lessons Learned from  
Automating Business Models 
Companies that successfully incorporate smart analytics 
and achieve constant improvement of their OODA 
loops implement and orchestrate the following three 
elements to automate optimization of business models:  

1. Alignment, usually supported by an appropriate 
incentive scheme, of the business and IT depart-
ments toward experimentation and innovation 

2. Data collection and governance throughout the 
whole organization 

3. Flexibility of IT architecture and supporting 
infrastructure 

Alignment 
Alignment of all stakeholders toward implementation 
of advanced analytics seems an obvious recommenda-
tion. However, there is a recurring pattern that leads 
to failure in this area: the people responsible for 
implementation of advanced analytics solutions are 
so strongly motivated to demonstrate their “hard 
value” for the organization that they never admit 
inevitable occasional failures. An organizational 
solution described by Thomas C. Redman and Bill 
Sweeney that aims to avoid this problem is a division  
of responsibilities between two units: the data lab and 
the data factory.8 

The data lab is often centralized within the organization 
and has a strong focus on analytical skills. Its main 
objectives are fostering innovation across the organi-
zation and the creation of prototypes in fail-fast mode. 
The data lab team usually has long-term objectives to 
ensure that its creativity is not hindered by “end of 
quarter” syndrome. However, the prototypes that 
the data lab produces are low value unless someone 
ensures that they are implemented operationally. 

This is where the data factory team comes into play. 
This team must possess strong business processes and 
technology expertise. Its task is to ensure the smooth 
transformation of the products of the data lab into 
working production solutions. The cultural backbones 
of the data factory team are quality and efficiency, so 
that the relevant innovations are delivered and bring 
value to the organization. 

Data Collection and Governance 
The second key challenge area is data collection and 
governance. We often hear that data is the “new oil,” 
and storage is cheap. Less advertised is the fact that 
this oil needs serious analysis and refinement to be used 
effectively for analytical models driving actual deci-
sions. Data is often poorly understood, as few organiza-
tions have current data models of their corporate data 
assets, and external data sources evolve fast.  

Current practices in process automation  
that best support adaptability involve  
separation of “execution logic” from  
“decision management logic.”  



Get The Cutter Edge free  www.cutter.com Vol. 31, No. 2     CUTTER BUSINESS TECHNOLOGY JOURNAL 15 

Unfortunately, there is no silver bullet to solve this 
issue. Organizations need to get a grip on this problem 
by the pragmatic implementation of data governance 
processes, starting from the management board level. 
There are well-developed guidelines in this area (e.g., 
DAMA DMBOK®9). Implementation of those initiatives 
is often mandated by governments attempting to 
regulate the “flow of data.” A good example of this is 
the EU implementation of the General Data Protection 
Regulation (GDPR). 

The second aspect of the data collection process is more 
challenging and hard to codify. Even if we collect and 
understand the data, it still might not contain the 
information required to develop appropriate meaning-
ful analytics solutions. Too often, managers ignore the 
fact that without experimenting and exploration, they 
can’t build a fully valid propensity-to-buy model for a 
campaign or insist on selecting the most efficient sales 
or marketing actions without some form of A/B testing. 

Flexibility 
The third key challenge is technology-related. Again, 
there are two aspects to this issue. The first is related to 
technical debt. The interests paid for technical debt are 
high costs of change and integration — actions such 
as introducing new functionality or creating a “single 
version of truth” are expensive and time-consuming. 
This impairs the capability to implement the data 
factory concept.   

Refactoring of legacy architecture combined with the 
migration to cloud platforms can allow an organization 
to achieve radical improvements in IT performance — 
economic and technical aspects alike. The development 
of complex analytical solutions is related to the highly 
varying demand for computing power. The data lab 
team usually “thinks and investigates,” applying 
modest computing resources. However, when it comes 
to model development, the team instantly requires 
several orders of magnitude more data crunching 
power. The only reasonable way to provision such an 
infrastructure is by moving computations to the cloud. 
Fortunately, the competition between leading public 
cloud providers drives the costs down and quality up. 
Spinning up a farm of several thousands of servers in a 
matter of minutes is normal practice today. However, 
running computations in the cloud creates several 
challenges, including: 

• Data migration. Unless the company has totally 
moved its IT infrastructure to the cloud, there must 
be a reliable way to move the data from on premises 
to the cloud. 

• Cloud security. Cloud services are secure, but it is 
easy to misuse them without proper governance; 
we hear about such problems all too often (e.g., the 
recent FedEx customer data leak10). 

• Cost management. Pricing models of cloud services 
are usually complex and require a different approach 
than on-premises architectures; financial departments 
need to adjust their monitoring policies to a pay-as-
you-go cost model.  

Common practices used in on-premises environments 
are cost-inefficient. They do not take advantage of auto-
scaling offered by the cloud computing services or 
serverless approaches (where components are provi-
sioned, managed, and scaled by the cloud provider). 
Hence, a properly designed cloud architecture and basic 
cost-optimization techniques can lead to cost reductions 
of up to 90% compared to simply replicating the assets 
of an on-premises software system in the cloud. 

Automating the Data Factory 
As we look for viable radical scenarios, let’s examine 
to what extent the design, evaluation, and constant 
improvement of decision logic can be supported by 
technology and automated. In an ideal world, starting 
with some initial set of services forming the execution 
logic and an initial set of rules forming the decision 
logic, the process of business model evolution should 
run automatically — going back to humans only when 
something starts to fail (which should also be automati-
cally detected). 

One obvious issue that needs to be addressed is the 
interoperability of the diverse tools and technologies 

Refactoring of legacy architecture combined 
with the migration to cloud platforms can  
allow an organization to achieve radical  
improvements in IT performance —  
economic and technical aspects alike.  
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being used today by the data science community — in 
particular, the broad and quickly evolving open source 
toolbox. Without proper tools, it is virtually impossible 
to keep track of different versions of R, Python, or Julia 
and the associated packages. To solve those problems, 
analytics solutions more often use containerization 
technologies such as Docker or Kubernetes or packag-
ing and deployment toolkits like R Suite for solutions 
developed in R. 

Autonomous Business Agents 
Arguably, the most radical opportunities for business 
automation are offered by blockchain technology. 
Blockchain is best known as the base for several 
cryptocurrencies, but this is not our focus. What seems 
interesting is the transaction mechanism in blockchain 
that can be used to monitor, record, and share arbitrary 
business events in a verifiable and permanent way. 
Smart contracts are an even more interesting mecha-
nism directly enabling an autonomous business. A 
smart contract can be executed within a blockchain 
whenever a certain set of rules is met. A cryptocurrency 
cost to smart contract execution (called “gas”) is paid 
by the executing party. The right to execute a smart 
contract can be conditioned by the ownership of 
a token.  

These mechanisms allow the creation of an autonomous 
virtual business that operates solely based on a set 
of rules defined within smart contracts without any 
external actions (see Figure 1). This can be further 
combined with customer engagement platforms, 
such as digital assistants, automated marketing, 
outsourcing logistics, drop shipping, and automated 
decision making. Hence, today we already have a set 
of technologies sufficient to create an entire retail 
marketing company without a single employee — a 
DAO. One might ask why customers would be willing 
to enter into contracts with such an organization. The 
answer is “trust through transparency.” Blockchain 
provides full transparency, and any party wanting to 
enter into a transaction with a DAO has full information 
on its operational rules and knows that those rules are 
irrevocable since they are stored in a blockchain ledger. 
Hence, the transparency creates the trust that allows the 
virtual business to operate.  

There are still humans involved in the DAO model. 
People can join a given virtual business as stakeholders 
and propose rules and contracts to be voted on by other 
participants. So DAO offers a radical way to organize 
(there is no other legal infrastructure required apart 
from smart contracts) and operate (smart contracts 
execute the logic triggered by business events rec-
ognized by the DAO platform). Moreover, once a 

Figure 1 — Connecting the dots of autonomous business agent.  
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virtualized company is set up, it only incurs costs 
when a customer-initiated event occurs (e.g., an order 
is placed). Hence, every cost is strictly connected to a 
profit (e.g., a sale event). Therefore, such a company can 
operate with very little fixed costs and very predictable 
variable costs. 

Since a DAO company is represented by its code, it 
will be easy for new business offerings to emerge, such 
as commercially available building blocks of various 
business functionalities to create blockchain companies 
by combining these functionalities. Combined with low 
fixed operational costs, this ability to easily create new 
companies can lead to situations where millions of 
blockchain autonomous companies will emerge. Instead 
of trying to manage product portfolios, companies 
will simply spin off swarms of “disposable,” highly 
specialized virtual companies handling different 
product innovations. The absence of fixed costs also 
means that there is very low business risk related to 
a company having a very narrow specialization (e.g., 
offering only one product). 

Challenges and Limitations of AI 
Assuming that we know how to create autonomous 
operations that implement a given business model, 
now comes the big questions: can complex management 
tasks, which involve creativity, intuition, and insight, be 
automated? What are the boundaries and assumptions 
to be made to create a set of automated business cycles 
that result in some form of autonomous, adaptive, and 
fully automated business? 

Big expectations are associated with deep reinforcement 
learning — a technology that demonstrates that 
machines can learn things that humans are not able 
to fully understand. There are several spectacular 
showcase examples of applying AGI in platforms 
developed by Google’s DeepMind team around 
complex games. Recently, AlphaZero defeated the 
strongest “classical” chess-playing program “Stockfish” 
after learning to play chess for only eight hours. 
AlphaZero scored 28 wins and no losses in a  
100-game match.11 

Machines need data to learn. When learning to play 
chess, AlphaZero was able to generate the data itself (by 
simulating playing games). Sometimes such a simula-
tion is also possible in a real business environment (e.g., 
Instacart). However, often this is hard to design as the 
algorithm must obtain feedback from the system about 
the possible outcomes of its actions. 

Another challenge is more prosaic. As of right now, 
humans have more versatile senses than a computer. 
What we mean by this is best explained by a real-life 
example from a large retail chain. Even if you were to 
build a sophisticated tool for retail demand forecasting, 
that tool would occasionally make a bad mistake simply 
because it lacks essential information that humans can 
comprehend and operationalize in the blink of an eye. 
One instance of such a gross error occurred when a 
machine did not consider that a road leading to a 
store was undergoing renovation. Any store manager 
would have easily predicted a drop in sales due to 
the construction. The machine failed because no one 
thought of implementing such an explanatory variable 
in the data warehouse. And even if this had been done, 
such an event is probably rare enough that there would 
be a risk that the ML algorithm would not be able to 
efficiently incorporate the signal provided by such a 
variable in predictions.  

When it comes to autonomous cars, they may have a 
sharper camera and radar than the human eye, but it 
can only capture the data it was designed to capture. 
On the contrary, the human brain trains all its life to 
process various kinds of often seemingly unrelated 
information. This human experience pays off when we 
capture and correlate new facts in new contexts, and 
cognitive flexibility remains a human advantage. Such 
problems can be solved by building a set of (usually 
complex) business rules on top of the AI model. In a 
recent failure of AI, the absence of such rules turned 
an experimental chatbot developed by Microsoft into 
a “virtual hate speech offender” after only one day of 
activity on Twitter.12 

A final caveat: increasing adoption of AI technologies 
will affect future trust levels. A recent international 
survey of CEOs by PricewaterhouseCoopers reveals 
some potential problems involving trust in AI:13 

• There is always a risk that the designer of an 
algorithm is malevolent or that some adversary 
breaks into the system and tweaks an algorithm. 

• The complexity of algorithms means that people 
may not fully understand what the machines 
would do in every situation. Indeed, humans may 
have difficulty understanding why a machine has 
performed in a way it did. This is probably accepta-
ble if we are talking about marketing campaigns, 
as the potential losses are limited, but is a major 
problem if we, for example, let machine policemen 
autonomously patrol the streets. 
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• Often, there is no clear guidance as to how the 
machine should perform in a given situation, 
especially when all courses of action are potentially 
harmful to humans; such a situation is a standard 
problem, for example, in the design of autonomous 
cars. Indeed, Uber and autonomous car manufactur-
ers are now dealing with the recent tragedy of the 
first fatality by a self-driving car, when neither the 
self-driving system nor the person behind the wheel 
applied the brakes when a pedestrian suddenly 
appeared on the roadway at night.14 

These are the challenges of the present and the future, 
and many companies are already establishing proper 
governance policies to face them. 

Possible Impacts and Consequences  
of Radical Automation  
There are many promising ways to integrate artificial 
intelligence, advanced business intelligence, and 
modern “cloud native” service architectures to advance 
the way we approach business automation. Indeed, 
we can envision several areas where human work 
will likely be replaced, and machines will create value 
streams. Soon, many businesses may become software 
constructs, using cloud services to implement and 
improve operations and business models or using smart 
objects where atoms must be handled (i.e., physical 
goods or customer touchpoints). The integrity of the 
business can be maintained through reliable, trusted 
digital traces of events and automatically executed 
smart contracts. The factors that will drive such radical 
automation may be diverse — starting with reduced 
transaction costs (one of the major drivers of business 
automation over decades), through reducing time and 
costs of business cycles, and ending with better control 
by eliminating human errors, imperfections, and 

performance variations. It remains to be seen to what 
extent such expectations will be satisfied.  

With every radical change, there will be consequences. 
Thus, we need to understand the role of human actors 
in the future economy of autonomous business agents. 
We believe the following three roles will continue to 
require human capacity: 

1. Filling in the gaps in machine capabilities. As we 
have pointed out, machines make great progress in 
learning and using acquired knowledge to optimize 
operational performance, but there are still pockets 
of human superiority, mostly where synthetic, 
holistic thinking or a correlation of loosely related 
facts are concerned. 

2. Curating the autonomous organizations by 
monitoring their decisions and courses of action, 
analyzing results and issues, trimming rule sets, 
and enforcing and improving policies. There is a 
very well-known example of a DAO (known as 
“The DAO”) running within the Ethereum crypto-
currency with a failure in its implementation.15 This 
made it possible for people exercising this vulnera-
bility to transfer all money to their cryptocurrency 
accounts. The crisis has been addressed by Ethere-
um, and over 50% of the cryptocurrency miners 
agreed to revoke the transaction. But the story is 
an early caveat of some consequences of radical 
business automation. 

3. Analyzing and improving the rules and algo-
rithms “invented” by autonomous businesses 
to design new business models and better architec-
tures for next-generation entities. 

But is the human mind the equivalent of a Turing 
machine? This may be the fundamental question of 
human relevance in the age of smart machines. There 
are many serious arguments that this is not the case; 
hence, the limitations of what can be achieved by a 
program (even a sophisticated one) executed by a 
machine might not apply to the human mind. If this 
is true, then the evolution of computers requires 
humans — we might be outsmarted, but we will not 
be outthought. At least until we invent a computing 
architecture capable of implementing sentient thinking 
and mathematical intuition.  

Is the human mind the equivalent of a Turing 
machine? This may be the fundamental ques-
tion of human relevance in the age of smart 
machines.  
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Cognitive computing systems (CCSs) are debuting in 
a variety of fields and, in many of those deployments, 
the outcomes have exceeded expectations, causing 
interest in CCSs to spike. At the same time, there 
have also been spectacular failures. Most often, these 
failures are due to organizations underappreciating 
the differences inherent in developing a CCS versus 
a traditional software system. In this article, we draw 
on our examination of more than two dozen CCSs to 
put forth a series of recommendations that can guide 
organizations in recognizing the differences in devel-
oping a CCS versus developing a traditional system. 

An Introduction to CCSs 
Organizations are increasingly leveraging CCSs to 
address a wide range of problems — from optimizing 
solutions (e.g., processing data, analyzing risks, and 
offering recommendations) to solving complex social 
problems (e.g., mapping global poverty). CCSs are a 
suite of technologies that encompass machine learning 
(ML), natural language processing (NLP), data mining, 
large-scale data processing, pattern recognition, and 
visualization components. They come in many flavors 
— from autonomous vehicles to digital assistants 
and chatbots to advanced decision support systems. 
CCSs can do the following:1  

• Learn in an iterative manner from both data and 
human interactions through the application of ML 
algorithms, continuously ingesting data and build-
ing new knowledge and learning models through 
synthesizing data. 

• Personalize interactions with humans through NLP. 

• Be context-sensitive, thereby recall history and tailor 
outcomes in a personalized manner. 

• Provide confidence-weighted recommendations 
(outcomes) to humans and/or other computing 
systems autonomously. 

• Be adaptive (i.e., adapt based on new data and 
information and tolerate ambiguity and  
incompleteness). 

• Have memory (i.e., remember previous interactions 
and begin where something was left off). 

• Be iterative (i.e., work through a series of steps to 
solve a problem). 

Examples of CCSs abound. Hong Kong’s Immigration 
Department uses CCSs to sort visa, passport, and 
residency applications.2 Applications are classified as 
clearly approved, clearly denied, or in a grey area. An 
officer then reviews each application, considers the 
initial recommendations on similar cases by the CCS, 
and makes a final decision on the application. This 
saves time and effort, allowing the officer to “sanity 
check” the assignments after performing an initial 
determination. 

Singapore is also a frontrunner in exploring and 
adopting artificial intelligence (AI) technologies. A 
virtual assistant (“Ask Jamie”), for instance, has 
significantly reduced the number of calls to government 
call centers.3 Ask Jamie can pull up information from 
websites across multiple agencies, thereby enabling 
users to resolve queries more effectively and efficiently. 
Singapore residents and businesses can also utilize 
another chatbot (“Ask Jasmine”) for support while 
completing tasks such as filing tax returns.4 

Instances where CCSs have failed to deliver on their 
promise, or have had unintended consequences, also 
abound. For example: 

• UK insurance company Admiral was blocked 
in October 2016 from analyzing Facebook posts to 
categorize the risk level of potential drivers based on 
Admiral’s interpretation of what their posts indicated 
about their personality and lifestyle.5 

• Two Swiss artists created a Random Darknet  
Shopper (RDS) chatbot.6 The RDS used $100 Bitcoins 
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to purchase illegal and counterfeit items on the 
Darknet or Dark Web. The Kunst Halle art gallery 
in St. Gallen, Switzerland, displayed these items as 
a public display and called it an awareness-raising 
campaign. While it was a hit, the Swiss police nailed 
the bot when the gallery displayed a packet of drugs 
as the bot’s latest purchase. This raises the question of 
accountability and liability when an autonomous 
CCS engages in illegal behavior and highlights the 
apparent unpredictability of CCS operations. 

• Microsoft’s chatbot “Tay” turned into a racist, 
misogynist, sexist, and Holocaust-denying bot in 
about 24 hours after going online.7 Tay was trained 
to leverage ML and converse with people on Twitter, 
Kik Messenger, and GroupMe. Microsoft developers 
created Tay to learn from its interactions and respond 
in an entertaining manner. The bot initially started as 
a naive teenager on Twitter; however, within hours 
it learned and started repeating offensive statements 
and propagating conspiracy theories (e.g., 9/11 was 
an inside job). In short, Tay was unable to distinguish 
between good and bad learning and leveraged both 
equally. 

Clearly, organizations must think differently about 
designing and deploying CCSs than they would with 
traditional information systems. CCSs require more care 
than traditional systems for the following three reasons: 

1. They need to learn from data and human experts 
to perform.  

2. They are continuously learning and evolving and 
hence are never completely “built” or “finished.” 

3. They trigger key organizational issues (e.g., 
workforce planning, business process reengineer-
ing) that arise from automation and augmentation. 

Strategic oversight and governance are crucial during 
the four phases of the CCS implementation lifecycle: 
design, development, deployment, and refinement 
(see Figure 1). In the remainder of this article, we walk 
through the key considerations and recommendations 
within each phase. 

Designing CCSs 
Designing CCSs requires a strong case for the invest-
ment into those systems. Organizations must not only 
be able to justify the initial investment into developing a 
CCS, but also think through the investments that will be 

needed to ensure it can be refined and enhanced over 
time. Unlike traditional information systems that are 
deployed when fully functional and then are updated 
(patched) on a regular basis, CCSs are different. CCSs 
are not deployed when they are ready to work in 
an autonomous manner. Instead, they are initially 
deployed in a training mode, and then refined over  
time until they achieve a given level of performance. 
After that, they continue to learn and update and are 
never completely “finished.” 

CCSs also call for organizational transformation 
investments to realize business value. A strategic 
framework must be developed to guide the organi-
zation as it takes a long-term view of how CCSs will 
influence the overall posture of the organization, 
including its value proposition, service delivery, 
stakeholder engagement, and future value. 

Recommendation 1: Build the Strategic Case 
Think broadly about the future of your organization 
in the age of CCSs. Engage key stakeholders across 
business lines. Develop a strategic framework that 
can guide your efforts in the near and medium term. 
Organizations that lack a strategic framework often 
waste technology investments in CCSs due to poor 
appreciation of how to embed them within the existing 
organizational fabric and, more important, how to 
derive value from them. 

Figure 1 — The CCS lifecycle. 
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CCS efforts should be linked to clear and measurable 
business outcomes. As such, it is vital for an organiza-
tion to look at its existing product and service lines, 
the organization’s current efforts in these spaces, the 
external trends that might impact the future trajectories 
of those product and service lines, and then situate the 
role of CCSs from a value proposition perspective. 

The strategic framework should also account for current 
major business processes and personnel management 
issues. Any CCS implementation will require some 
level of business process reengineering and will impact 
how existing personnel conduct their work. Thinking 
through the process and personnel issues that will need 
to be addressed as an outcome of digital transformation 
will enable the organization to ensure that it is prepar-
ing the current environment for the CCS as it is being 
conceived and developed, rather than waiting for it to 
be ready and then acting on these complicated issues. 

Recommendation 2: Build a Capacity for 
Experimentation 
Organizations should have the capacity to experiment 
with CCSs. This involves making CCSs part of the 
organization’s overall innovation and investment 
strategies. Employees should be empowered to suggest, 
design, and develop CCS prototypes. Mechanisms to 
test prototypes and run experiments to gauge their 
efficacy should be in place. Employees working in 
product and service lines should be able to collaborate 
with IT personnel on CCS ideation. 

Toward this end, organizations must also undertake a 
detailed examination of their IT innovation capacity. 
To build CCSs in-house, an organization must have 
the requisite expertise available, including talent in ML, 
data science, and so on. If not, then the organization 
should investigate whether its current IT vendors have 
the expertise and capability necessary to leverage as 
part of existing and/or new projects.  

Recommendation 3: Develop Edge Cases with 
Live Systems Running in Parallel 
A viable strategy for organizations getting into the CCS 
environment is to choose to develop “edge” cases for 
CCSs (i.e., a system that pushes the edge on what’s 
possible with technology). These edge cases can be 
deployed alongside existing live systems, but they are 
very challenging to get right. For these edge cases, the 
risk is simply too high for the CCS to be implemented 
without an appropriate safeguard of an existing live 
system. This allows the organization to avoid costly 
mistakes associated with deploying these live without 
enough testing. In addition, it provides the organization 
with an opportunity to compare the performance and 
outcomes of the CCSs with current system performance. 

Developing CCSs 
CCSs begin their development in a controlled setting, 
where developers build the ontologies and algorithms 
the system is running on. The initial system is fed with 
a training set and generates adaptive learning mecha-
nisms that correlate inputs with the correct outputs. The 
system also learns from human experts and developers, 
who fix incorrect outputs and provide feedback to 
improve the system’s performance. This phase is where 
developers deal with the data issues to ensure that the 
system uses the right kind of data: data that is free from 
biases (e.g., no gender or racial bias) so that ML systems 
can go to work on it. Bias-free data will always be a 
challenge, and the developers and human experts will 
need to periodically audit data to ensure that bias has 
not crept in (see Recommendation 9). 

In this phase, experts are engaged to develop and train 
the system. While the system is being built, a simultane-
ous effort is taking place to ensure that the necessary 
changes are being made in the organization to accom-
modate the CCS (e.g., changes in job assignments, 
rethinking workflows). This positions the organization 
for a successful go-live. 

Recommendation 4: Invest in Data Governance 
CCSs live and die based on the data they ingest to build 
their learning models. As such, it is vital for organiza-
tions to take great care when choosing which projects 
might be best suited for CCSs given their data pecu-
liarities. Two common strategies are (1) to begin with 

A viable strategy for organizations getting 
into the CCS environment is to choose to  
develop “edge” cases for CCSs. 
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projects where the data is already structured, curated, 
and stored effectively, thereby limiting data governance 
challenges; or (2) to choose small, well-defined, and 
bounded problems that, due to their limited scope, can 
be tackled even if the data set is small or there might be 
a need for significant data-cleansing efforts. At the very 
minimum, organizations need to ensure that the data 
being fed into a CCS during its development phase is 
accurate and representative of the problem and solution 
space.  

Recommendation 5: Engage Human Experts 
It is important that CCSs are not only fed with a diverse 
data set but also trained by a variety of human experts 
with different viewpoints and knowledge backgrounds 
to avoid any “trainer bias.” Human experts need 
to spend a significant amount of time to assess the 
accuracy of the system’s output regarding known 
problems and solutions pairs and to correct the system’s 
answer if it is wrong. The system saves that feedback 
and uses it in future iterations. Assessing and revising 
the output of the CCS requires time but is crucial for the 
performance and accuracy of the system. The organiza-
tion will need to assume the up-front costs of pulling 
knowledge experts from tasks that might generate 
revenues in the near term to allow them to participate 
in developing the system. Organizations that diligently 
involve experts in the development of the system are 
more likely to witness better outcomes with CCSs.  

Recommendation 6: Get Human Expert Buy-In 
on Decisions 
Closely related to our previous recommendation, the 
human experts must not only be involved in design-
ing the system but also must, eventually, be willing to 
accept the recommendation the CCS makes unless there 
is evidence to suspect that the recommendation is 
unacceptable. Organizations will need to alleviate the 
human experts’ fears of being replaced by machines (or 
losing value due to those machines). Once the system is 
operational, human experts must become comfortable 
with the decisions the system recommends, although 
those human experts may occasionally disagree with 
those decisions. CCS protocols need to ensure that a 
human expert can override the system’s decisions when 
warranted. One might consider this akin to flying an 
airplane: under most conditions, commercial flights can 
operate on autopilot, but when situations warrant due 

to changes in the internal or external environments, the 
pilot can take over and command the aircraft. 

Deploying CCSs 
Initially, CCSs are deployed in a controlled setting, 
where they work on tasks alongside humans. The 
outputs of the CCSs are compared with those of the 
humans to measure performance (e.g., correctness or 
validity of recommendation, accuracy, speed, time). In 
cases where a CCS gives an erroneous response, human 
experts provide feedback to the CCS so that it can learn 
from and incorporate the correct solutions in future 
interactions. Over time, it is expected that the perfor-
mance of the CCSs will improve and meet the required 
criteria to be deployed autonomously.  

Recommendation 7: Proactively Monitor for 
Unexpected Outcomes 
CCSs are continuously evolving entities. They are 
constantly learning based on feedback from expert 
users but also when they ingest and analyze new data 
and refine their learning functions. It would be fatal to 
leave these systems to their own devices. It is important 
to implement monitoring and governance structures to 
avoid unintended negative outcomes. For example, as 
described above, Microsoft’s AI chatbot Tay turned into 
a racist, violence-glorifying, and sexist tweeter.8 While 
the chatbot started out very nicely with tweets like 
“@mazanak_jee can I just say that I’m super stoked 
to meet u? humans are super cool,” it became a Nazi 
in less than 24 hours and tweeted statements like 
“@brightonus33 Hitler was right I hate the jews.” The 
chatbot was originally deployed to improve Microsoft’s 
understanding of conversational language, especially 
language used by teenagers. However, AI-based 
technologies can be hijacked to perpetuate social biases 
and undesirable attitudes. Thus, companies must think 
about developing mechanisms to constantly monitor 

It is important that CCSs are not only fed 
with a diverse data set but also trained by 
a variety of human experts with different 
viewpoints and knowledge backgrounds to 
avoid any “trainer bias.”  
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and assess these technologies for biases as they interact 
with humans. 

Refining CCSs 
On a regular basis, CCSs need to be refined and 
upgraded, in a similar way to how human employees 
need training and development. It is important to 
remember that CCSs are living systems, so unless 
they are kept current, they will become obsolete (much 
like human workers), resulting in poor performance. 
Furthermore, in cases of regulatory or political changes 
to laws and rules, it may be necessary to rework under-
lying learning algorithms or to feed the system a new 
set of parameters. 

Recommendation 8: Bolster Your Cybersecurity 
Capacity 
Cybersecurity has never been more important. The rise 
of CCSs will only intensify the pressure on companies 
to have robust cybersecurity mechanisms. Active 
monitoring of systems and proactive actions to thwart 
attacks will become even more important. CCSs that 
operate in autonomous mode can be hijacked with 
devastating outcomes. Given the fact that these systems 
will be operating with a network of other systems, a 
compromise in one system can easily trigger cascading 
failures. For example, in 2013, the Associated Press’s 
Twitter account was hacked and misinformation 
regarding an attack on the White House and President 
Obama being injured was tweeted.9 In the three minutes 
it took for people to realize that the tweet was fake, US 
$136 billion in value was wiped out from the US equity 
market, due to actions by humans on the trading floor 
who believed the information was valid. Imagine the 
chaos that would result from a compromise to a sys-
tem of systems set up with information flows moving 

between autonomous systems. As CCSs are refined and 
improved over time, it is vital that organizations ensure 
that security protocols are bolstered on a regular basis. 

Recommendation 9: Conduct Regular Audits 
CCSs are becoming ubiquitous in our society. However, 
despite our heavy reliance on these tools, very few 
people know how these algorithms actually work or 
the logic behind them. A critical concern with CCSs are 
the algorithm biases that might arise due to the data 
they ingest over time, which impacts their learning 
functions. In addition, changes in the operating 
environment may render the existing algorithm 
outdated. Thus, CCSs must be audited on a regular 
basis to avoid embarrassing outcomes. 

For example, a study ran an algorithm on Google 
News articles to test for biases in word embedding.10  
The algorithm associated “man is to computer program-
mer as woman is to homemaker.” Another study found 
that Google displayed coaching ads for high-paying 
executive jobs far less often to women than it did to 
men.11 Algorithms pick up these biases and stereotypes 
from their creators and the data they ingest. In a third 
example, Google’s object detection and recognition 
algorithm mistakenly tagged black people as gorillas.12 
In all three cases, the CCS learned a bias and acted upon 
it. Periodic auditing could have caught these biases 
earlier. Particular attention should be paid to the 
auditing of CCSs when they are being scaled or being 
deployed in new environments.  

Conclusion 
With all nine recommendations for designing, devel-
oping, deploying, and refining CCSs, we note that, in 
addition to these CCS-centric recommendations, good 
systems development practices still need to exist. 

There is little doubt that CCSs will be the dominant 
technology for the foreseeable future. It is incumbent 
on business professionals to understand the strengths 
and the weaknesses of CCSs and to implement them 
with their eyes wide open about both. At present, 
successfully developing and implementing a CCS likely 
represents a significant competitive advantage for firms 
that can do it and do it well, but at some point CCSs 
will become a necessary part of all business operations.  

CCSs are becoming ubiquitous. However,  
despite our heavy reliance on these tools, 
very few people know how these algorithms 
actually work or the logic behind them.  
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Artificial intelligence (AI) is a blend of machine learning 
(ML), natural language processing (NLP), and cognitive 
computing that enables machines to simulate the 
intelligence of humans. It is already being used in the 
telecom, automotive, financial services, retail, entertain-
ment, education, healthcare, and travel industries. AI 
impacts our everyday lives from Siri on our phone, to 
Cortana or Google Assistant on our computer, to Netflix 
on our smart TV for personalized recommendations.  

The banking and retail industries reportedly spend 
the most on cognitive and AI systems.1 Artificial intel-
ligence has been widely used with chatbots and in 
such areas as anti–money laundering (AML) and fraud 
detection. Voice technology, through voice services 
such as Amazon Alexa, is becoming the future of digital 
interactions to, for example, check an account balance, 
hear payment due date, get account transaction history, 
and make payments.2 The banking and financial ser-
vices industry is one of the top users of AI to increase 
productivity and customer satisfaction. Figure 1 shows 
industries with high, medium, and low adoption of AI.3 

AI in the Banking Sector 
Artificial intelligence has become a significant enabler 
in the banking and financial services due to the 
importance of making decisions faster and quicker. 

AI technologies are being applied in the areas of 
knowledge management, market analysis, customer 
relationships, fraud reduction, and risk control. With 
faster computational power and big data analytics, 
computers using efficient and powerful AI algorithms 
can efficiently apply recommendation engines in the 
financial sector. The industry can now work with 
huge amounts of historical data for decision-making 
processes. Leveraging AI in the banking industry will 
result in a significant shift from a heavy reliance on 
human interactions to digitally managed customer 
service.  

Technology-driven banks compete by launching AI 
solutions to provide faster services. Indeed, the digital 
transformation budget is spent on software, internal IT, 
cybersecurity, innovation on IT systems, and training. 
With an increasing percentage of the budget devoted 
to AI innovation, banks’ AI capabilities are growing 
significantly across all business functions and processes. 
Table 1 shows some of the AI applications banks are 
using today in different functional areas. 

Certainly, AI will revolutionize banking operations 
and the way banks interact with customers. According 
to customer experience provider Servion, artificial 
intelligence will power 95% of customer interactions 
by 2025.4 By allowing customers to use voice-banking 
technology on an app, AI dramatically improves 
customer satisfaction. Moreover, AI applications 
monitor the online banking behavior of customers 
through deep learning algorithms for potential fraud 
detection. In addition, AI-powered chatbots serve as 
personal banking assistants, monitoring customers’ 
financial habits and providing personalized recommen-
dations. These growing advantages have increased AI’s 
potential in the banking sector to provide reliable data 
for effective decision making. 

The growing interest and increasing initiatives to 
introduce AI in banks reflect the need in today’s 
business environment to stay competitive and enhance 
customer satisfaction. In this article, we describe the 
ways that banks have deployed artificial intelligence 
and the benefits of the AI applications that have been 
introduced in the banking sector. We also highlight a 

CHATBOTS AND ROBOTICS AND VIRTUAL ASSISTANTS … OH MY! 
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Figure 1 — Digital adopters of AI.  
(Source: McKinsey Global Institute.) 
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few AI applications that Indian and US banks have 
implemented to enhance customer experience. Finally, 
we examine the key drivers behind the adoption of AI 
at banks and the challenges involved in implementing 
artificial intelligence. 

AI Banking Initiatives in India  
According to AI market researcher TechEmergence, the 
impact of AI on Indian banks is in the areas of real-time 
feedback solutions, chat assistants, robotic process 
automation (RPA), and NLP apps.5 The following 
sections highlight some of the AI applications that 
Indian banks use. 

HDFC Bank’s Chatbot “Eva” to Address  
Customer Queries 
Indian banking firm Housing Development Finance 
Corporation (HDFC) has launched AI-based chatbot 
“Eva” to handle customer queries.6 This chatbot has 
addressed more than 2.7 million customer queries and 
has interacted with more than 530,000 unique users 

since March 2017. The electronic chatbot can assimilate 
knowledge from thousands of sources and provide 
answers within seconds. With the help of this chatbot, 
customers can receive product and services information 
quickly. In addition, HDFC Bank is experimenting with 
an Intelligent Robotic Assistant (IRA). The bank hopes 
to use the IRA to create a robotic help desk to guide 
customers to relevant counters.7 The main advantage of 
using robotic assistance is a reduction in repetitive work 
for employees. 

SBI Intelligent Assistant for Real-Time  
Feedback Solutions 
The State Bank of India (SBI) uses AI-based real-time 
feedback solutions on customer satisfaction to gather 
feedback from branch-installed cameras that capture 
customer facial expressions.8 This solution provides 
immediate feedback on whether the customer is 
satisfied. This helps gauge the effectiveness of the 
service provided based on the feedback captured. 
For ethical consideration, SBI has sent a disclaimer to 
customers to explain that this feedback is captured for 
internal training and quality purpose only. In addition, 

Table 1 — AI applications in banks. 
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SBI has launched the SBI Intelligent Assistant (SIA), an 
AI-powered chat assistant that provides instant answers 
to customer queries.9 This chatbot has responded to 
millions of queries and can respond to 10,000 inquiries 
per second. 

ICICI Bank’s Software Robotics and  
Chatbot “iPal” 
Software robotics facilitate human-robot interactions 
to automate and perform repetitive, high-volume, and 
time-consuming business tasks at the Industrial Credit 
and Investment Corporation of India (ICICI) Bank. 
These robots can execute data entry and validation, 
automated formatting, text mining, workflow accel-
eration, reconciliation, and currency exchange rate 
processing. In addition, ICICI has launched an AI-based 
chatbot (“iPal”), which has interacted with 3.1 million 
customers and has answered 6 million queries with 
a 90% accuracy rate.10 The chatbot helps distinguish 
between customer (i.e., those that purchase a product 
for individual consumption) email and distributor 
(i.e., those that purchase a business pack to sell to other 
independent distributors or customers) email, thereby 
reducing the time it takes to process the status of 
transactions.  

Axis Bank’s NLP-Enabled App for FAQs 
Axis Bank has launched an AI and NLP-enabled app 
to answer frequently asked questions. The bank has 
implemented AI across 125-plus processes and cogni-
tive automation for 90 processes, significantly reducing 
response time to customer queries.11 The bank uses 
RPA for such processes as account maintenance and 
servicing, loan disbursements, bulk transactions, and 
ATM support to reduce turnaround time. RPA reduces 
cost, minimizes human intervention in the execution of 
tasks, and increases efficiency. 

AI Banking Initiatives in the US 
In research on banks in the US, TechEmergence reports 
that chatbots and conversational interfaces are trend-
ing.12 The impact of artificial intelligence on US banks 
is primarily in process automation, in the areas of 
document analysis, chatbots, virtual assistants, and 
customer service apps. Next, we discuss some of the 
applications in use by US banks. 

JPMorgan Chase’s COIN for Document Analysis 
The COIN (contract intelligence) platform introduced 
by JPMorgan Chase is used to analyze legal documents 
and extract important data points and clauses within 
seconds.13 In analyzing legal documents, AI can search 
through relevant data and analyze contracts for errors, 
missing information, and inconsistent language. Before 
COIN, a manual review required 360,000 hours; the 
same review now takes only seconds. The COIN 
platform automates the reading and interpreting of 
commercial loan agreements, which, done manually, 
is a time-consuming task. With the automation of 
review, research, and quality control, there is more 
time savings, a reduction in loan servicing mistakes 
from human error, and an increased focus on building 
customer relationships. 

Wells Fargo’s Chatbot for Facebook Messenger 
Wells Fargo launched an AI-driven chat messenger 
through Facebook to support its customers. As most of 
its customers are familiar with Facebook and already 
users of messenger services, Wells Fargo’s initiative 
facilitates huge time savings for busy customers.14 The 
bank’s effort to support customers through desktop, 
smartphone, or mobile devices will enable the bank 
to reach customers through social media. AI-based 
innovation helps the bank deliver an outstanding 
customer experience, build trust, and provide infor-
mation to make financial decisions. 

Bank of America’s Intelligent Virtual  
Assistant “Erica” 
Bank of America recently launched an intelligent virtual 
assistant (“Erica”) to provide predictive analytics and 
cognitive messaging.15 Through this assistant, custom-
ers can perform day-to-day transactions 24/7. The 
chat assistant also provides recommendations to help 
customers reach their financial goals. Moreover, Bank  
of America has leveraged mobile banking by making its 
intelligent virtual assistant easily accessible to clients. 

Citibank’s Clarity Money and Feedzai 
CitiBank, through Citi Ventures, has made investments 
in AI, including Clarity Money.16 Clarity Money has 
analyzed more than $10 billion in customers trans-
actions, resulting in a savings of $300 per customer. 
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Through Citi Ventures, Citibank has also made strategic 
investments in Feedzai technology for detection of 
malicious threats.17 This technology uses ML and AI to 
detect threats and help customers make data-backed 
decisions.  

Benefits of Redefining Banking  
Through AI 
AI has become all-pervasive as banks begin to realize 
the potential of the technology in streamlining opera-
tions, improving offerings, and enhancing the customer 
experience. From some of the applications we exam-
ined, we can observe that AI applications in banking 
and financial services are primarily centered on robotic 
advice, fraud detection, document analysis, customer 
recommendations, and chatbots, among others (see 
Figure 2). AI applications provide benefits in banking 
functions in the following ways: 

• Understanding and interpreting customer  
behavioral patterns.18 AI can be used to understand 
customer behavior and know customer preferences 
at a personal level to engage in deeper interactions, 
which in turn leads to accurate predictions of future 
behavior based on past preferences. AI can offer 
personalized recommendations to customers based 
on customer activity and buying patterns. 

• Approving credit applications (either for new 
or existing customers).19 AI provides lenders the 
benefit of examining and scoring a customer’s 
creditworthiness. This technology can examine the 
interactions among multiple variables and make 
accurate predictions for credit risk and approve credit 
applications to the appropriate people. Banking and 
financial services lenders can reduce their lending 
risk by making accurate decisions using statistical 
and ML techniques. The use of these techniques not 
only enables the correct lending decision but also 
facilitates fast and efficient decisions. The main 
disadvantage of using AI in credit approval is 
that the analytical process will be hidden from 
the consumers and does not provide room for 
transparency. 

• Tracking customer purchases for any fraudulent 
activity.20 Fraud detection is one of the fields that has 
received a massive boost in providing accurate and 
superior results with the intervention of artificial 
intelligence. In any transaction, customer purchases 
are regularly tracked by software to detect any 
fraudulent transaction pattern. For example, if a 
customer has accessed their account from more than 
seven different IP addresses within a span of a week, 
this will raise an alarm. However, this may be a false 
alarm if, for example, the customer is a frequent 
traveler and has accessed his account from different 

Figure 2 – Key areas of AI application in banking and financial services. 
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IPs. To overcome this problem, banks have launched 
AI applications to analyze spending patterns closely.  

• Searching customer transactions for any money-
laundering activity.21 Banks are currently shifting to 
AI to identify money-laundering patterns. The use of 
artificial intelligence to detect money laundering goes 
beyond the abilities offered by rules-based systems. 
AI and ML impact the Know Your Customer (KYC) 
compliance process, which is typically used by banks 
to verify the identity of clients and regulate anti–
money laundering activities. Machine learning, in 
particular, makes use of real-time, transaction-based 
KYC to identify peculiar transactions and to generate 
a suspicious activity report (SAR). In addition, AI 
facilitates more powerful customer segmentation. 
For example, AI takes customers’ banking trans-
actions in aggregate and generates “archetypes” of 
customer behavior. Each customer is a mixture of 
these archetypes and by using clustering techniques 
based on these archetypes, the technology forms 
customer clusters. Customers that do not fall within 
any of these formed clusters are considered suspi-
cious. Thus, AI can be leveraged to redefine fraud 
management through real-time transaction data 
analysis, deeper understanding of the parties 
involved, and automatic generation of SARs. 

• Forecasting customer collections.22 AI-assisted 
forecasting helps identify when a customer will 
default on payment so that proactive steps can 
be applied to recover the amount already lent to 
the customer and to take action to suppress any 
future disbursement. Past customer behavior 
provides reliable information to predict future 
behavior. 

• Processing receivables intelligently. AI capabilities 
also extend to the area of corporate processing of 
accounts receivable. With its innovative Intelligent 
Receivables, Bank of America brings together AI, 
ML, and optical character recognition to overcome 
reconciliation problems caused by incomplete 
remittance information.23 Intelligent Receivables 

is helpful in achieving greater efficiency and cost 
savings in managing accounts receivable. 

These are only a few of the AI applications currently 
used in banks. AI technologies are not limited to cus-
tomer service; they have been extended to sales and 
marketing, fraud management, and financial advisory 
to provide wealth management decisions. From the 
applications discussed, it is clear that AI technologies 
can be successfully incorporated into several banking 
functions to great advantage. In fact, developments in 
AI provide the opportunity to completely reengineer 
banking processes in the customer service, sales, risk 
management, financial assistance, and reconciliation 
areas. 

AI Key Drivers and Implementation 
Challenges 
In a survey by AI tech company Narrative Science, 
32% of the firms surveyed confirmed using AI technolo-
gies.24 However, according to PricewaterhouseCoopers, 
most banks in the US have not yet adopted AI for 
reasons such as operations (e.g., IT operations, manag-
ing complex data), regulations, and budget or resource 
constraints.25 Adoption of AI in the banking sector is 
influenced by four business and technological drivers, 
which face the following challenges (see Figure 3): 

1. Transparency. Regulatory measures demand a 
greater awareness of risk that banks manage, and 
the effectiveness of AI controls is important to 
mitigate risk. It is a challenge to manage the entire 
financial system as a single optimization problem 
because the system is complex. While AI excels at 
managing known risk, it can also augment the risks 
that culminate in unknown risk, such as a financial 
crisis. For instance, letting robotic software rather 
than a human decide who can obtain a loan could 
cause financial risk if incorrect decisions are made 
and the steps involved in making the decisions are 
not made transparent. The banking and financial 
services sector operates in a highly regulated 
environment. AI software uses hidden analytical 
processes to make decisions. This may not be 
acceptable to regulators. To overcome this hurdle, 
a level of transparency is encouraged to allow 
users to audit the decisions made by the intelligent 
systems. Transparency can be achieved through AI 
technologies such as natural language generation  
that transforms structured data into explanatory 
language. In addition, deciding what technology 

Most banks in the US have not yet adopted AI 
for reasons such as operations, regulations, 
and budget or resource constraints. 
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to use is a challenge in AI implementation, as AI 
involves multidisciplinary capabilities related to 
ML, deep learning, cognitive computing, NLP, 
and robotics.  

2. Siloed data. The difficulty in handling data variety 
in multiple data silos is a challenge faced by some 
of the organizations implementing AI. The data 
repositories are siloed, and there is a growing need 
to integrate data across the organization to make 
data consistent and easily available. Siloed data 
exists when departments within an organization 
are not sharing information with other depart-
ments. This becomes a major issue in AI adoption, 
since AI relies primarily on data for analytics. Data 
silos are criticized for lack of data integrity because 
the content may differ from department to depart-
ment in an organization. To resolve this, banks need 
to create more consistent data in terms of format, 
data types, and sources. Many organizations are 
moving to cloud-based backup and archiving 
solutions to ensure data integration across all 
departments. This approach unifies the data within 
the organization, while also making information 
a strategic asset and a key differentiator among 
competitors. 

3. Resources/expertise. AI implementation in banks is 
challenged by lack of technical expertise, no clear 
internal ownership of testing emerging technolo-
gies, and low availability of funds for innovation. 
However, funds are not a major constraint for larger 
banks. Nevertheless, banks need to assess the level 

of AI requirement needed for their operations and 
evaluate whether they are technology-enabled to 
build it or buy it. For example, if a bank has several 
repetitive processes, there is an opportunity to 
automate through AI solutions. The next major 
decision would be to identify whether the bank 
wants to build internally or procure the AI solution. 
If the bank decides to build in-house, it is vital to 
consider internal skills, technology readiness, and 
the deadline to achieve the goal. On the other hand, 
if the bank relies on external partners to provide AI 
solutions, it should evaluate the breadth and depth 
of offerings, technical expertise, and the delivery 
model. The challenge of no clear internal ownership 
of testing emerging technologies is another aspect 
of resource or expertise constraint. The Narrative 
Science survey reported that only 6% of those 
surveyed had a dedicated innovative leader to 
test new ideas or processes.26 

4. Fear of failure. This challenge may be due to 
the uncertainty involved in implementing new 
solutions as banks may not be sure about the 
security issues involved in handling data. There 
is also a fear of losing jobs because of lack of 
digital skills and fear of change. Employees’ 
fear of change is a major concern in the adoption 
of artificial intelligence (in any industry). AI is 
perceived to replace human resources because most 
processes are automated. On the contrary, AI can be 
effectively used to perform monotonous tasks while 
banking personnel focus on more complex tasks. 

Figure 3 — Four key drivers and associated challenges in AI implementation. 
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Conclusion 
Artificial intelligence is rapidly changing how banks 
and financial institutions are operated and regulated. 
Some functions of banks and financial institutions are 
naturally well-suited for AI, such as risk management 
and day-to-day financial supervision, where AI 
provides cost savings and increased operational 
efficiency. Indeed, increased use of artificial intelligence 
in banks may result in exceptional management of  
day-to-day risk, via more logical rules and automatic 
compliance, yielding much lower costs. The usefulness 
of AI comes from its ability to find data representations 
that are naturally nontransparent to the human mind. 

The application of AI has grown in recent years as 
banks strive to stay competitive. Presently, most AI 
initiatives undertaken by banks are primarily centered 
on customer insight, customer support, risk manage-
ment, and operations. Accelerated interest is the result 
of increased growth in data, technologies, competition, 
regulation, and customer expectations. Overall, artificial 
intelligence is playing a greater role in digital transfor-
mation and will accelerate retail banking functions to 
the next level in terms of customer satisfaction and 
efficiency. AI impacts many industries and is expected 
to grow exponentially in banking.  

Although there is increased interest in AI in the banking 
sector, most banks are still explorers with AI-related 
initiatives. Banks must update their technological 
infrastructure while at the same time embark on a 
cultural shift to use data in their day-to-day business. 
Thus, banks need to develop strategic approaches to 
take full advantage of this new opportunity. Banks 
should begin to integrate and automate all processes 
across major areas, including mortgage, customer 
service, wealth management, settlements, risk manage-
ment, dispute management, and anti–money launder-
ing without neglecting regulatory compliances. As 
banking is one of the world’s most data-intensive 
industries, the capability to analyze all data will be of 
growing importance. If AI automation in banks can 

achieve increased compliance, reduced complaints, and 
improved customer service, it will bring major benefits 
to banking operations. 

Banks that want to stay competitive need to be on 
the lookout for new applications, technologies, and 
innovations to deliver the best customer experience. 
Those that embrace AI technologies will be winners 
over the next 10 years, as this technology has the 
remarkable potential to augment human efforts in 
handling banking operations. With AI, the banking 
industry will reinvent several banking processes to 
great advantage and gain productive results in the 
front, middle, and back office. 
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A computer would deserve to be called intelligent if it 

could deceive a human into believing that it was human. 

— Alan Turing  

Artificial intelligence (AI) is quickly becoming more 
science fact than science fiction. And despite concerns 
about thinking machines taking human jobs — or 
one day outsmarting their makers — the US federal 
government’s investment in AI technology is growing 
and could be applied to a wide range of functions, from 
healthcare to public safety and defense/intelligence 
applications to employee performance. Can cognitive 
technologies do government employees’ thinking 
for them? Not yet. But they can augment employees’ 
capabilities and free up billions of labor hours for more 
critical tasks — while delivering faster, better, and 
cheaper services. 

The application of AI technologies can reduce backlogs, 
redesign work, cut costs, overcome resource constraints, 
enable more accurate predictions, and do myriad tasks 
not previously practical for humans to do on their own. 
Because of these potential benefits, the US government 

has invested in AI research for many years, and various 
committees and taskforces continue to investigate the 
technologies. Indeed, the opportunities that emerge 
from AI will help to transform the relationship between 
people, process, and technology (see Figure 1). 

AI in the US Government:  
Strategic Directions 
The US National Artificial Intelligence Research 
and Development Strategic Plan1 establishes a set of 
objectives for federally funded AI research — research 
occurring within the government as well as federally 
funded research occurring outside of government, such 
as in academia. The goal of this research is to produce 
new AI knowledge and technologies that provide a 
range of positive benefits to society, while minimizing 
the negative impacts. To achieve this goal, the Strategic 
Plan identifies seven priorities and makes the following 
recommendations for federally funded AI research: 

1. Make long-term investments in AI research. 
Prioritize investments in the next generation of 
AI that will drive discovery and insight and enable 
the US to remain a world leader in AI. 

2. Develop effective methods for human-AI  
collaboration. Rather than replace humans,  
most AI systems will collaborate with humans 
to achieve optimal performance. Research is 
needed to create effective interactions between 
humans and AI systems. 

3. Understand and address the ethical, legal, and 
societal implications of AI. We expect AI tech-
nologies to behave according to the formal and 
informal norms to which we hold our fellow 
humans. Research is needed to understand the 
ethical, legal, and social implications of AI and to 
develop methods for designing AI systems that 
align with ethical, legal, and societal goals. 

4. Ensure the safety and security of AI systems. 
Before AI systems are in widespread use, assurance 
is needed that the systems will operate safely and 

THE GENIE IS OUT 

AI Enables Efficient and Effective Digital Government 
by Vipin Jain and Seema Jain  

Figure 1 — AI opportunities. 
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securely, in a controlled, well-defined, and well-
understood manner. Further progress is needed to 
address this challenge of creating AI systems that 
are reliable, dependable, and trustworthy. 

5. Develop shared public data sets and environments 
for AI training and testing. The depth, quality, 
and accuracy of training data sets and resources 
significantly affect AI performance. Researchers 
need to develop high-quality data sets and environ-
ments and enable responsible access to high-quality 
data sets as well as to testing and training resources. 

6. Measure and evaluate AI technologies through 
standards and benchmarks. Essential to advance-
ments in AI are standards, benchmarks, testbeds, 
and community engagement that guide and 
evaluate progress in AI. Additional research is 
needed to develop a broad spectrum of evaluative 
techniques. 

7. Better understand the national AI R&D work-
force needs. Advances in AI will require a strong 
community of AI researchers. An improved 
understanding of current and future R&D work-
force demands in AI is needed to help ensure that 
sufficient AI experts are available to address the 
strategic R&D areas outlined in this plan. 

As a contribution toward preparing the US for a future 
in which AI plays a major role, the National Science and 
Technology Council’s subcommittee on Machine 
Learning and Artificial Intelligence was chartered in 
May 2016. It is responsible for fostering interagency 
coordination, providing technical and policy advice on 
topics related to AI, and monitoring the development 
of AI technologies across industry and the research 
community. The US government’s report, “Preparing 
for the Future of Artificial Intelligence,”2 includes a 
comprehensive list of recommendations for further 
specific actions by federal agencies and other support-
ing organizations. 

AI in the US Government: Focus Areas 
Strategic, widespread use of artificial intelligence could 

save government up to 1.2 billion work hours and US 

$41.1 billion annually.  

— IBM Center for the Business of Government3  

AI is ready to digitally transform the business of 
government to an extent that we have not seen since 
the last industrial revolution. The key to successful 

implementation of AI lies in its being done with a 
defined scope and skilled workers. AI is not a single 
technology but rather a collection of multiple advanced 
technologies allowing machines to sense, understand, 
perform, and learn from experience continuously. If 
used strategically, AI offers tremendous opportunity to 
help government agencies reduce their costs, comple-
ment the current workforce’s capabilities to focus on 
critical tasks while AI does some of their routine work 
faster, and deliver improved and timely services to 
citizens. Many federal, state, and local agencies have 
been experimenting with the use of AI, and that use is 
expected to further accelerate as the agencies become 
more comfortable with AI and realize its benefits. 
Following are some areas in government where AI 
is either currently used or being considered.  

Healthcare 
As one of the fastest-growing areas and with much of 
that growth fueled by analytics, medical imaging, and 
diagnostic capabilities, healthcare AI could and should 
be leveraged and considered for the following: 

• Identifying possible spread of diseases early on and 
narrowing down the people and locations at risk  

• Supporting and expediting FDA processes for drug 
testing and approval for consumption by citizens 

• Identifying people at risk of post-traumatic stress 
disorder and other diseases, and providing them  
with timely treatments  

• Analyzing healthcare data to identify possible 
violations of health codes at all levels 

As an example of AI’s use in healthcare, the US 
Department of Veteran Affairs is using AI to better 
predict medical complications and improve treatment 
of severe combat wounds at the Walter Reed National 
Military Medical Center, leading to better patient 
outcomes, faster healing, and lower costs.4 

If used strategically, AI offers tremendous 
opportunity to help government agencies  
reduce their costs, complement the current 
workforce’s capabilities, and deliver improved 
and timely services to citizens.  
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Social Media and Sentiments 
From Facebook posts to sensor readings, we generate 
far too much data for humans to make sense of it in a 
timely manner. Cognitive technologies can help sift 
through data much faster and understand sentiments 
concerning national security, crime prevention, or 
national disaster, allowing authorities to make faster 
decisions. 

Fraud Detection 
There will likely always be a small group of people who 
will cheat the system for their personal gain. AI can be 
leveraged to identify those people and protect the rest 
of society from fraud. For example, AI could: 

• Identify fraudulent Medicaid and Medicare claims, 
help catch culprits, and support reduced operating 
costs  

• Identify and stop insider trading to avoid any loss 
of confidence in our financial system 

Electronic Document Discovery 
In our current system, we generate enormous amounts 
of paper, especially within legal and healthcare seg-
ments. Without AI, it is very difficult, time-consuming, 
and resource-intensive to find relevant documents 
when needed. The proper use of AI and other relevant 
technology-based solutions will facilitate the following:  

• Identifying relevant documents in the discovery 
phase of legal cases, reducing cost and time 

• Expediting the FDA approval process for medicines  

Performance Measurement 
AI can help in monitoring and measuring whether 
new or upgraded policies or systems are producing the 
expected results. For example:  

• Did a new childcare policy help reduce the potential 
harm done to children in foster care? 

• Did a new capability reduce the time required to 
process a citizen request? 

Citizen Experience and Engagement 
AI has great potential for improving customer  
experience and engagement by: 

• Understanding and sensing citizens’ needs from data 
collected from social media, blogs, or feedback, and 
using it to help develop or update policies, regula-
tions, and business solutions and addressing citizens’ 
needs in a timely manner 

• Developing AI-enabled service desks, including 
suggesting additional relevant services and resources 
to citizens who are applying for something such as 
Medicaid benefits, driving licenses, or business 
permits 

• Having chatbots handle common service requests like 
password resetting, freeing workers to handle more 
complex requests and giving citizens quick answers 
to important questions — improving service while 
reducing costs and backlog 

Public Safety 
The public infrastructure is dated and requires ongoing 
maintenance. AI can help with the following: 

• Understanding weather conditions and traffic 
patterns; predicting traffic congestion and accidents 
and identifying alternate routes 

• Anticipating road, bridge, port, or other infra-
structure maintenance and replacement needs 

• Monitoring social media for quick notification of 
emergency situations (e.g., flood, crime, agitation)  

Analytics and Prediction 
Machine learning (ML) and natural language pro-
cessing can reveal patterns, enabling better predictive 
capabilities. When your email program flags a message 
as spam, or your credit card company warns you of a 
potentially fraudulent use of your card, ML is probably 
involved. Some examples where technology is already 
being used in these areas include: 

Cognitive technologies can help sift through 
data much faster and understand sentiments 
concerning national security, crime preven-
tion, or national disaster, allowing authorities 
to make faster decisions. 
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• The US Army is developing wearable monitors that 
use an ML algorithm to determine wound serious-
ness, helping medics prioritize treatment.5 

• The US Department of Energy’s self-learning weather 
and renewable forecasting technology uses ML, 
sensor information, and cloud motion physics 
derived from sky cameras and satellite observations 
to improve solar forecasting accuracy by 30%.6 

Training 
The US Defense Advanced Research Projects Agency 
(or DARPA), intending to reduce from years to months 
the time required for new US Navy recruits to become 
experts in technical skills, now sponsors the develop-
ment of a digital tutor that uses AI to model the 
interaction between an expert and a novice.7 

Robotic Process Automation 
Robotic process automation will allow agencies to 
significantly reduce administrative tasks and have their 
employees maximize their time for mission-focused 
work. Some examples include:  

• A Colorado survey found child-welfare caseworkers 
spending 37.5% of their time on documentation and 
administration, versus just 9% on actual contact with 
children and their families.8  

• At the federal level, research indicates that simply 
documenting and recording information consumes a 
half-billion staff hours each year. “Bots” can automate 
such activities, ranging from invoice processing to 
filling in forms, from data entry to writing budget-
reporting documents.9 

By freeing up time, we can create a more effective 
government, empowering employees to do the work 
that really matters: serving citizens in need. 

As these examples illustrate, cognitive technologies 
eventually will fundamentally change how government 
works, and the changes will likely come much sooner 
than many think. As cognitive technologies advance in 
power, government agencies will need to bring more 
creativity to workforce planning and work design. The 
most forward-leaning jurisdictions will see cognitive 
technologies as an opportunity to reimagine the nature 
of government work itself — making the most of 
complementary human and machine skills. 

An AI Adoption Framework 
AI presents government agencies with new oppor-
tunities to innovate that previously may have been 
impossible. Cognitive computing leverages several 
AI components, such as ML, to understand, reason, 
and learn much like the human brain does. Cognitive 
complements AI, enabling computers both to think like 
humans and to understand how humans think. Current 
AI systems and subsystems are able to learn, make 
decisions, and solve complex problems. Examples 
include speech recognition, self-driving cars, online 
assistants, and image recognition. 

As government agencies are realizing the need to start 
using AI to develop and deliver new business capabili-
ties to meet their mandates, our recommendation is  
that they take an incremental approach to adopting AI. 
Irrespective of the maturity and experience of the AI 
team, the members should have a good understand-
ing of the agency’s overall digital strategy and, more 
specifically, its AI strategy if already in place. AI 
could be extremely helpful in improving the speed 
and efficiency of many tasks, but it is not suited for 
every task. The AI team should have a good under-
standing of the role of AI and the outcomes to be 
expected from its use in the workplace. 

AI is not plug and play, and agencies cannot simply 
“buy intelligence” and apply it to address their 
requirements. Many AI services are available in the 
market, but the hard work of managing the interplay  
of planning, data, processes, and technologies happens 
and gets managed in-house. The conceptual framework 
for putting AI to work is quite simple. This framework 
can and should be customized based on an agency’s 
environment and requirements. 

The framework, as shown in Figure 2, has five steps to 
be executed from left to right, but this linear progres-
sion is not a requirement. For an organization new to 
AI, it will be best to go through all the steps, but a 

As cognitive technologies advance in power, 
government agencies will need to bring 
more creativity to workforce planning 
and work design.  
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mature organization may want to focus on specific 
areas based on its needs. AI algorithms consume data, 
process it, and then help with actions. Processing of the 
data depends on proper planning and integration of 
technologies. 

AI Service Providers 
Leading cloud service providers (CSPs), including 
Amazon Web Services, Azure, Google, and IBM, offer 
a wide array of AI and ML services that are quickly 
maturing. These services are expected to dominate 
enterprise AI in the near term and may also affect 
smaller startups. Most AI-branded services from the 
CSPs fall into one of four categories: 

 Computer vision services. These provide APIs that 
allow digital images or digital video to be passed to 
a pretrained ML algorithm for analysis. Each of these 
purpose-built services focuses on a different analysis 
use case. 

 Language-processing services. These provide the 
cloud services and APIs used for analyzing human 
language — either in text or in audio. In most cases, 
these services provide support for several languages. 
As with computer vision services, language-
processing services and their pretrained ML models 
are segmented into distinct domains, with each 
service solving one or more aspects of the language-
processing problem. For example, some services 

analyze and extract speech from digital recordings; 
others enable development of conversational 
interfaces, translation to and from a wide array of 
languages, and robust text-to-speech processing. 

 ML services. This category comprises general-
purpose ML services. Unlike the previous two 
categories, which include task-specific, pretrained 
algorithms, ML services allow developers, data 
practitioners, and architects to generate their own 
models. ML services also allow users to train and 
evaluate those models using their own data. 
 
These services can perform the most common types 
of ML analysis, including classification, clustering, 
and regression. Among ML services, there will be a 
range of options, even from a single provider. Some 
of these ML services are built to be extremely simple 
to use. However, as is often the case, simplifying the 
solution might mean less flexibility or functional 
limitations. 

 Miscellaneous services. This category includes those 
services that do not necessarily fall into any of the 
other three categories. 

AI Demand: Job Creator or Destroyer? 
As government agencies and commercial organizations 
are starting to deploy AI within their environments, 
they are faced with a shortage of AI skills, resulting in 

Figure 2 — A conceptual AI adoption framework. 
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delays, increased cost, and, at times, failed initiatives. 
Demand for AI talent is far outpacing the availability of 
skilled resources worldwide. Industry research suggests 
that there are about 300,000 skilled AI workers available 
today, and while more are retooling to acquire the 
needed skills, current demand for AI workers runs 
into the millions, leaving a large gap.10 Agencies 
requiring employees to have clearances could face an 
even wider gap. 

Large commercial firms like Amazon, Baidu, and 
Microsoft are paying higher premiums to attract AI 
talent. This competition to hire the limited AI talent 
available will have an impact on the budget to hire and 
retain AI experts and should be considered as part of 
the strategic plan by governmental agencies and the 
service providers supporting them.  

An important concern associated with AI is its impact 
on current jobs. Will it create or destroy jobs? How will 
job profiles evolve? And what types of skills will be in 
demand? The answers to these questions are critical to 
business leaders and policy makers as they seek to take 
full advantage of the opportunities arising from AI by 
ensuring that an appropriately skilled workforce is in 
place to capture them. 

Looking at some past industrial revolutions and their 
impacts on jobs may provide some insight into what 
we might expect in the near future. Past revolutions 
have transformed and dramatically improved indus-
trial productivity: steam power in the 19th century, 
electricity in the early 20th century, automation in the 
1970s, and the Internet in the late 1990s. These waves 
of technological advancement did not reduce overall 
employment, however. Although the number of 
manufacturing jobs decreased, new jobs emerged 
and the demand for new skills grew. 

Today, AI — along with a few other emerging technolo-
gies, such as blockchain, sensors, robotics, 3D printing, 
and others collectively known as part of Industry 4.0 — 
represents ongoing workforce transformation. These 
technologies are disrupting almost all industries and all 
kinds of jobs, be they in government, manufacturing, 
service, or white-collar sectors. We believe that, overall, 
the short-term impact of AI should be a positive one 
if we manage it well, even though jobs may require a 
better-educated and AI-aware workforce. In the long 
term, as AI becomes much stronger, we should be 
aware of the possible threats AI poses and begin to 
plan for them now. 

Recent progress in AI is being driven by multiple 
complementary developments, including greater 
availability of data, cheaper and faster cloud-based 
computing power enabled by faster and more powerful 
graphics processing units, and the development of new 
algorithms. Venture capitalists are also making many 
investments in AI startups, and tech giants are opening 
up resources to enable others to develop better AI.  

AI is accelerating the automation of white-collar jobs, 
and a growing wave of expert automation and augmen-
tation software platforms are expected to usher in a new 
era of AI-enhanced productivity. Startups are targeting 
multiple industries, such as the legal field, journalism, 
wealth management, and healthcare, among others, 
which until now have been relatively safe from the 
threats of automation. AI-supported capabilities will 
allow for faster and better diagnosis or advice with 
fewer resources.  

Conclusion 
Artificial intelligence is the future, not only for Russia, but 
for all humankind. It comes with colossal opportunities, 

but also threats that are difficult to predict. Whoever 
becomes the leader in this sphere will become the ruler 

of the world.  

— Vladimir Putin 

I am in the camp that is concerned about artificial 
intelligence. First the machines will do a lot of jobs for 

us and not be super intelligent. That should be positive if 
we manage it well. A few decades after that, though, the 

intelligence is strong enough to be a concern. I agree with 
Elon Musk and some others on this and don’t understand 

why some people are not concerned. Humans should be 

worried about the threat posed by artificial intelligence.  

— Bill Gates 

The AI genie has already been released from the lamp, 
and any efforts to try to put it back or ignore it will be 

The short-term impact of AI should be a  
positive one if we manage it well, even  
though jobs may require a better-educated 
and AI-aware workforce.  
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futile and possibly harmful. AI is a disruptive technol-
ogy with implications for humankind at all levels, be it 
as an individual citizen or independent business, or at 
the level of an industry, an individual country, or the 
whole world. The importance of AI-based startups, the 
pace of progress achieved in the past decade, and the 
adoption of AI by various organizations are ensuring 
that the capabilities and capacity of AI-based solutions 
will continue to accelerate. 

AI has tremendous potential to transform our govern-
ment and help us address many of our concerns and 
enhance our safety, education, health, and how various 
services are delivered. AI could and should be used to 
change the way public servants do their jobs. The AI 
field is advancing rapidly at a time when agencies are 
looking for new ways to achieve their missions. It can 
improve agencies’ effectiveness, make data more 
understandable and easier to use, and help citizens 
navigate government services. And it could save 
government up to 1.2 billion work hours and $41.1 
billion annually.11 

According to Machine Intelligence Research Institute’s 
Katja Grace and colleagues, researchers predict AI will 
outperform humans in many activities in the next 10 
years, such as translating languages (by 2024), writing 
high school essays (by 2026), driving a truck (by 2027), 
working in retail (by 2031), writing a bestselling book 
(by 2049), and working as a surgeon (by 2053).12 
According to the same study, researchers also believe 
there is a 50% chance of AI outperforming humans in all 
tasks in 45 years and all human jobs will be automated 
in 120 years. 

Even though we will not be here to witness the reality 
of all these predictions, developments such as Sophia, 
the first robot citizen of Saudi Arabia; Tesla’s self-
driving vehicles; robotic surgeries; or realistic conversa-
tional chatbots lead us to believe that AI will continue 
to be part of our daily lives and will make life easier. 

Like many other disruptive technologies, in addition to 
all its promises, AI will have some downsides as well, 
including the risk of job elimination for those jobs that 
can be better performed by an AI solution. We are 
optimistic that even though some jobs may be lost due 
to AI, moving forward, AI will result in the creation of 
more, better-paying jobs and new job categories. 

AI is here to stay, and so are the disruptions it will 
cause worldwide. Government agencies and businesses 
are just getting started in leveraging emerging technol-
ogies such as AI, blockchain, robotics, computer vision, 
automation, and so on, to provide enhanced citizen 
services, create new business models, and optimize 
business operations. Savvy leaders are not taking any 
chances and are facing the challenges head on. They are 
anticipating upcoming AI disruptions and working to 
convert them into strategic opportunities. 

Although there will be challenges and detractors, AI  
has the potential to help citizens navigate government 
services, allow agencies to respond to threats and 
crises more thoroughly, and improve agencies’ overall 
effectiveness. For some, AI promises to solve significant 
and long-standing problems, while for others AI 
presents a sense of peril. But all agree that AI will 
have a lasting impact on our lives. 
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Business models for creating and capturing value are 
shifting, giving rise to the new “hub economy,” in which 

networks and data are the organizing principles. This, 
in turn, is creating a winner-take-all world, where a 

small number of hub firms, such as Amazon, Alibaba, 

Facebook, Google, Apple, and Microsoft, dominate.  

— Harvard Business School Professor  

and Cutter Fellow Karim Lakhani 

Amazon is crushing the retail business, with venerable 
companies like J.C. Penney, Macy’s, and Sears coming 
under pressure to shut down stores because their 
business models are outdated.1 These old business 
models stand no chance against the nimbler entrants. 
Amazon’s business model, enabled by the Internet, 
makes retail efficient. Technology has enabled Amazon 
to do things differently, resulting in lower prices, higher 
convenience, and more product choices. Often, compa-
nies can differentiate themselves from their competitors 
by performing completely different activities, or by 
performing the same activities differently to achieve 
similar outcomes. Amazon’s technology-enabled 
business model has allowed it to poach customers from 
revered established companies and propelled it to a 
leading position in retail, while Uber and Airbnb are 
enabling new business models for the cab and hotel 
businesses, respectively. Leveraging smartphone 
technology, these latter two companies have circum-
vented traditional channels to reach their customers. 

As the Internet and smart mobile devices have led to 
the creation of new business models, artificial intelli-
gence (AI) is poised to do the same. This change will 
drive some established businesses to bankruptcy unless 
they prepare themselves against such inevitability. 
Newer companies, or “digital natives,” are introducing 
new business models that incumbents must catch up 
to.2 Consider Amazon and Macy’s, both of which have 
used the Internet but in completely different ways. 
While Macy’s has used it to offer another channel 
for shopping, Amazon has leveraged it as part of its 
foundation. Likewise, many companies will adopt 
AI into their operations, but a few will use it to create 
superior business models — and that is what incum-
bents must worry about. 

New Business Models 
First, let’s agree on what we mean by a business model. 
Businesses make money by selling products and ser-
vices. The business model defines how they do that. 
Every business has a business model. For example, 
Facebook and YouTube make money by charging 
advertisers while enabling their customers to produce 
and share content freely. LinkedIn offers basic content 
and features to its customers for free but charges for 
premium services. 

Technology also helps to create new business models. 
Amazon uses the Internet to sell products without 
having to establish retail locations. Uber uses the 
smartphone to communicate with its customers who 
can be almost anywhere as they hail a car. Walmart uses 
computers to optimize its distribution operations so 
they are efficient, passing on those savings to customers 
in the form of low prices. The Internet provided a new 
distribution channel, the smartphone provided a direct 
connection to individual customers, and computers 
provided a tool to make operations more efficient. 

As new technology appears on the horizon and 
matures, it forces the creation of new business models. 
These new business models often compete with the 
existing ones, and since the newer models are in some 
way distinct — offering better products, better prices, or 
better customer experiences — existing businesses must 
adapt and account for this new competition.3 To adapt, 
they must change their business model to fend off what 
Clay Christensen termed “disruptive innovators.”4 

New AI Models 
AI is one of those technologies that could be the basis of 
new business models, much the way Amazon leveraged 
the Internet. The term is commonly used as an umbrella 
for many subdisciplines, including computer vision, 
machine learning (ML), deep learning, and natural 
language processing (NLP), among others. Most of 
these consume large volumes of data, build models,  
and use those models to make inferences. The models 
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essentially represent the patterns of the data that was 
used to build the models in the first place.  

Some business processes generate large amounts of 
high-quality information; these are good candidates for 
automation by AI. Other processes that do not generate 
much data are best facilitated by humans. Consider an 
insurance company that has collected risk information 
over many years. This vast amount of data can be used 
to build ML models to make inferences about the level 
of risk new customers pose. This business process is 
thus a good candidate for AI-based automation. On 
the other hand, business strategy also considers past 
information, but current information — and informed 
guesses about the future — are most important. These 
decisions still must be made by humans because human 
creativity is vital, and AI systems are currently unable 
to formulate strategy. 

Thus, there are situations in business where a collabora-
tive solution between machines and humans is optimal. 
Consider credit card fraud. When a customer’s credit 
card number is stolen and used for purchases, it is 
impossible for humans to spot variations in patterns 
across billions of transactions. It is also not possible to 
write specific business rules to spot fraud due to the 
large number of variations. ML algorithms, on the other 
hand, could be used to create alerts for uncommon 
charge patterns by customers. One customer may be 
charging large amounts on a credit card daily, while 
another might rarely charge large amounts. So the 
spending patterns are different across different custom-
ers. With ML, the system could alert human operators 
to look at a smaller subset of possible fraudulent 
transactions to identify fraud. 

As one of the most powerful technologies humans have 
invented, AI will spawn new business models that will 
be vast and deep, the likes of which we have not yet 
seen. The use of AI introduces cognitive capabilities 
into the business. There are many subdisciplines of AI 
that enable machines to perform cognitive tasks. For 
example, computer vision helps machines recognize 
objects, NLP helps them respond to natural speech, and 
ML helps machines identify patterns in large data sets, 
to name a few.5 

With machines taking over many tasks that humans 
previously performed, companies will change the 
makeup of their organizations, moving affected 
employees to areas that require human skills such 
as imagination and creativity. Humans will focus on 
things that AI cannot do well today. This shift, with its 

fundamental organizational changes, will create new 
business models. 

The Evolution of Insurance 
One industry being disrupted by AI is auto insurance. 
Think about how the distribution of auto insurance has 
evolved. Before the Internet, the best way to sell auto 
insurance was through agents located in physical 
offices. These agents interacted directly with customers, 
and agents held the knowledge — the rules and 
constraints — of how insurance could be sold. When 
an insurer placed agents in more locations than its 
competitors, it gained a strategic advantage. More 
agents meant more reach, better distribution, and 
ultimately a higher number of policies sold. 

So the Internet created a new distribution channel, and 
a Web portal could be implemented at a fraction of the 
cost of hiring and training agents. Practically anyone 
with access to the Internet could buy auto insurance 
without meeting with an agent. A new Web-only 
business model can leapfrog the limitations of older 
business models, allowing a company to reach a wider 
audience more cheaply.  

AI Impacts to Insurance 
The Internet offered wide access, and the smartphone 
offered direct and personalized access to the insurance 
customer. What can AI offer? 

As one of the most powerful technologies  
humans have invented, AI will spawn new 
business models that will be vast and deep, 
the likes of which we have not yet seen.  
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AI is a cognitive engine that can process massive 
amounts of information and make quick decisions 
(see Figure 1). Today, there are many sources for 
information. 

Consider the customer who uses a mapping app for 
directions and has opted to share such data with her 
insurance company. As she drives, the app can gather 
information about her destination, her speed at different 
parts of the journey, her braking patterns, and poten-
tially other information to determine how safe a driver 
she is. This can only be done by AI, since there is a vast 
volume of real-time data being collected and processed. 
The company can then use the AI system’s conclusion 
to price the customer’s insurance premium, effectively 
giving lower rates for safe drivers and higher rates for 
reckless ones. 

AI can handle other scenarios as well. For example, 
an AI system can be trained to look for patterns in 
customer questions and automatically answer the most 
common and easiest ones, freeing up time for customer 
representatives to handle those inquiries that require 
more complex answers. AI systems can also be trained 
to recommend the appropriate coverage to customers 
based on customer information and needs. 

If AI takes over many of the tasks currently performed 
by humans, incumbent insurance companies may have 
to reassign people to other tasks. While we use insur-
ance as an example, this is true for other industries. 
Today, many financial companies, for example, use 
robo-advisors to guide their clients’ choice of invest-
ment options, offloading a task that a human financial 
advisor has traditionally performed.6 As AI systems 
mature, they can perform many activities that humans 
have been doing. Reshuffling the organization to 

identify and/or create new roles for employees dis-
placed by AI will become a major challenge and will 
become one of the strategic questions companies have 
to wrestle with in this new world of AI. 

Moreover, new companies based on fully digital 
AI models are appearing in the insurance space. 
For example, Lemonade uses AI engines to compute 
premiums automatically by determining risk from 
data.7 Previously, companies used a sizeable team of 
statisticians to build risk models from data. Now that 
AI can consume large amounts of data, models are not 
only more accurate, but can be kept up to date with a 
near-real-time data feed. 

In the future, we may see customers migrate to such 
fully digital insurers that don’t have the burdens of  
high employee costs and retail agent locations. Digital 
insurers could be the beginning of cheaper and faster 
insurance. 

As another example of the level of disruption that’s 
possible in insurance, imagine a new model of insur-
ance from the customer’s perspective. Your smartphone 
is the point of information collection, asking you a set of 
simple questions, and perhaps using the camera phone 
to get pictures of objects you want to insure. Using this 
information and the collaborative power of the Internet, 
the insurance company can pull in additional infor-
mation about you and the objects you want to insure 
from other partner sites, through well-defined APIs. 
Using all the gathered information, the company can 
use AI to compute the best quote for you, to recom-
mend other coverage you might need, and to ultra-
personalize the delivery to your smartphone. If you 
accept the insurer’s quote, the premium can be automat-
ically debited from your account, and you are covered 

Figure 1 — AI enhances organizational capabilities.  
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immediately. Such quick response is possible only 
because of AI. 

Where to Focus? 
AI is a vast technology that includes many subdisci-
plines. For AI to provide good value to the business, 
it requires four major ingredients: 

1. Acceptance by employees that AI will become 
ubiquitous, which in turn will impact their 
own roles 

2. A reasonably large volume of good data for 
AI algorithms to consume 

3. Appropriate algorithms to build the right models 

4. Powerful machines 

Companies whose primary focus is not AI are unlikely 
to have the resources and the employee expertise to 
develop AI. It is too much work for any company to 
develop, let alone a company whose main area of focus 
is not AI. Most non-AI companies should focus on 
and align their strategies with the first two ingredients 
listed above. 

Building AI systems is a huge undertaking. Therefore, 
most companies should focus on helping employees 
adjust to the new world of AI, curating the right data 
and leaving the mechanics of building AI systems to 
vendors. The former is critically important.  

Employee roles will certainly change with the use of 
AI systems. In a company with many employees, it is 
inevitable that some may lose their jobs to AI, just as 
some employees lost their jobs to automation during 
the computing revolution and some lost their jobs to 
mechanical systems during the Industrial Revolution. 
At Amazon Go, for example, there are no cashiers, and 
at Sam’s Clubs, the Scan & Go app on the smartphone 
allows shoppers to skip the cashier. 

AI will drive fundamental changes in the business 
model, such as being able to do more with fewer 
people. For example, if AI systems can evaluate risk 
and compute an insurance premium for an automobile, 
answer common customer questions, and even auto-
matically process claims, then they are essentially 
taking over most of what an insurance agent currently 
does. This means that a company can potentially change 

its model from an agent-based distribution model to an 
Internet-based distribution model. 

Data is the fuel for AI. Since data is so critical, com-
panies will have to develop and execute on a data 
strategy, which should be part of the business model. 
The questions that such a strategy should answer 
include: What are our business objectives? Are we 
collecting the right data? Do we have to partner with 
others to get complementary data? What is our data 
quality? How do we make data an enterprise asset? 
Who owns the data? Do we have the right data 
expertise? And so on. 

The company must collect, clean, organize, and govern 
its own unique data. In many cases, this data must 
be combined with external data to feed into the AI 
algorithms. As an example, if an insurance company 
wants to get a holistic understanding of an auto 
accident claim, it might get the car speed from  
Internet of Things devices that are managed by the 
auto manufacturer, driver information from its own 
data, pricing information from auto suppliers, and 
local weather information from weather information 
providers. The unique ways in which the company can 
combine multiple sources of data to build models and 
make decisions, using AI, give it a unique competitive 
advantage. 

As mentioned earlier, integrating AI into the organi-
zation is a lot of work and must be done strategically. 
That strategy involves first focusing on the change 
mindset and data. For other aspects of the transfor-
mation, companies can seek the help of service provid-
ers. Companies such as Amazon, Microsoft, and Google 
are offering AI as a service (AIaaS), since they’ve 
realized that most companies will not be able to afford 
or would not want to build AI algorithms. If these 
service providers can build the AI algorithms and 
provide the computing power, then the consumers of 
their services can focus on the aspects that they need to 
get right, which are change management and data. 

Data is the fuel for AI. Since data is so  
critical, companies will have to develop 
and execute on a data strategy, which  
should be part of the business model.  
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In summary, the prudent strategy for most companies 
is to own their data and to formulate change manage-
ment, while leveraging AIaaS. 

Conclusion 
While AI drives the current changes in the business that 
include evaluating new business models, this is not the 
last time companies will have to adapt. The business 
environment is changing at a much faster rate than ever 
before, and it is imperative for companies to adapt 
continuously. 

In the past, companies could afford to establish a 
business model and strategy and leave them in place for 
a few years before needing to consider the next change. 
Companies like Kodak did that successfully a couple of 
times in changing from wet to dry film processing, and 
again from black-and-white to color processing, but 
could not accept the need for change as people sought 
the convenience of digital cameras. Other companies, 
such as IBM, have adapted often and continue to be 
successful. 

AI will surely compel the adoption of new business 
models, just as the Internet and smart mobile devices 
did. Companies need to understand the implications 
of AI and make some strategic choices. Those choices 
include whether it is sufficient to integrate AI into their 
business, or whether they should fundamentally change 
their business model to stay relevant. Either is accepta-
ble, but such decisions must be made in the context of 
reality and with a deep understanding of the market 
forces that drive change. 
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Building Trust in Artificial Intelligence,  
Machine Learning, and Robotics 

TRUST IS HARD TO COME BY 

by Keng Siau and Weiyu Wang  

In 2016, Google DeepMind’s AlphaGo beat 18-time 
world champion Lee Sedol in the abstract strategy 
board game Go.1 This win was a triumphant moment 
for artificial intelligence (AI) that thrusted AI more 
prominently into the public view. Both AlphaGo 
Zero and AlphaZero have demonstrated the enormous 
potential of artificial intelligence and deep learning. 
Furthermore, self-driving cars, drones, and home robots 
are proliferating and advancing rapidly. AI is now part 
of our everyday life, and its encroachment is expected 
to intensify.2, 3 Trust, however, is a potential stumbling 
block. Indeed, trust is key in ensuring the acceptance 
and continuing progress and development of artificial 
intelligence. 

In this article, we look at trust in artificial intelligence, 
machine learning (ML), and robotics. We first review 
the concept of trust in AI and examine how trust in 
AI may be different from trust in other technologies. 
We then discuss the differences between interpersonal 
trust and trust in technology and suggest factors that 
are crucial in building initial trust and developing 
continuous trust in artificial intelligence. 

What Is Trust? 
The level of trust a person has in someone or something 
can determine that person’s behavior. Trust is a primary 
reason for acceptance.4 Trust is crucial in all kinds of 
relationships, such as human-social interactions,5, 6  
seller-buyer relationships7, 8 and relationships among 
members of a virtual team.9 Trust can also define the 
way people interact with technology.10, 11  

Trust is viewed as: (1) a set of specific beliefs dealing 
with benevolence, competence, integrity, and predicta-
bility (trusting beliefs); (2) the willingness of one party 
to depend on another in a risky situation (trusting 
intention); or (3) the combination of these elements. 

Table 1 lists some concepts and antecedents of trust 
in interpersonal relationships and trust people have 
toward specific types of technology, such as mobile 
technology and information systems. The concept-
ualization of trust in human-machine interaction is, 
however, slightly different (see Table 2). 

Compared to trust in an interpersonal relationship, 
in which the trustor and trustee are both humans, 
the trustee in a human-technology/human-machine 
relationship could be either the technology per se and/
or the technology provider. Further, trust in technology 
and trust in the provider will influence each other (see 
Figure 1). 

Trust is dynamic. Empirical evidence has shown that 
trust is typically built up in a gradual manner, requiring 
ongoing two-way interactions.12, 13 However, sometimes 
a trustor can decide whether to trust the trustee, such  
as an object or a relationship, before getting firsthand 
knowledge of the trustee — or having any kind of 
experience with the trustee. For example, when two 
persons meet for the first time, the first impression 
will affect the trust between these two persons. In such 
situations, trust will be built based on an individual’s 
disposition or institutional cues.14 This kind of trust 
is called initial trust, which is essential for promoting  
the adoption of a new technology.15 Both initial trust 
formation and continuous trust development deserve 
special attention.16 In the context of trust in AI, both 
initial trust formation and continuous trust develop-
ment should be considered. 

Both initial trust formation and continuous 
trust development deserve special attention. 
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Table 1 — Conceptualization of trust and its antecedents. 
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Table 2 — Trust conceptualization in human-machine interaction. 

Figure 1 — Trust in technology interacts with trust in the provider of the technology. 
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What Is the Difference Between Trust  
in AI and Trust in Other Technologies? 
Trust in technology is determined by human character-
istics,17 environment characteristics,18 and technology 
characteristics.19 Figure 2 shows the factors and 
dimensions of trust in technology.  

Human characteristics basically consider the human’s 
personality, the trustor’s disposition to trust, and 
the trustee’s ability to deal with risks. The trustor’s 
personality or disposition to trust could be thought of as 
the general willingness to trust others, and it depends 
on different experiences, personality types, and cultural 
backgrounds. Ability usually refers to a trustee’s 
competence/group of skills to complete tasks in a 
specific domain. For instance, if an employee is very 
competent in negotiation, the manager may trust the 
employee when he or she takes charge of negotiating 
contracts.  

Environment characteristics focus on elements such 
as the nature of the tasks, cultural background, and 
institutional factors. Tasks can be of different natures. 
For example, a task can be very important or a task 
can be trivial. Cultural background can be based on 
ethnicity, race, religion, and socioeconomic status. 
Cultural background can also be associated with a 
country or a particular region. For instance, Americans 
tend to trust strangers who share the same group 
memberships, and Japanese tend to trust those who 
share direct or indirect relationship links.20 Institutional 
factors indicate the impersonal structures that enable 
one to act in anticipation of a successful future endeav-
or. Institutional factors, according to literature, include 
two main aspects: the situational normality and struc-
tural assurances. Situational normality means the 

situation is normal, and everything is in proper 
order. Structural assurances refer to the contextual 
conditions such as promises, contracts, guarantees, 
and regulations. 

No matter who or what the trustee is, whether it is a 
human, a form of AI, or an object such as an organiza-
tion or a virtual team, the impact of human character-
istics and environment characteristics will be roughly 
similar. For instance, a person with a high-trusting 
stance would be more likely to accept and depend 
on others, such as a new technology or a new team 
member. Similarly, it will be easier for a technology 
provided by an institution/organization with a high 
reputation to gain trust from users than it would be for 
a similar technology from an institution/organization 
without such a reputation.  

Technology characteristics can be analyzed from three 
perspectives: (1) the performance of the technology,  
(2) its process/attributes, and (3) its purpose. Although 
human and environment characteristics are fairly 
similar irrespective of trustee, the technology character-
istics impacting trust will be different for AI, ML, and 
robotics than they are for other objects or humans. Since 
artificial intelligence has many new features compared 
to other technologies, its performance, process, and 
purpose need to be defined and considered. Using a 
two-stage model of trust building,21 Table 3 shows  
the technology features related to AI’s performance, 
process, and purpose, and their impact on trust.  

Building Initial Trust in AI 
Several factors are at play during trust building. These 
factors include the following: 

Figure 2 — Factors and dimensions of trust in technology. 
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• Representation. Representation plays an important 
role in initial trust building, and that is why human-
oid robots are so popular. The more a robot looks like 
a human, the easier people can establish an emotional 
connection with it. A robot dog is another example of 
an AI representation that humans find easier to trust. 
Dogs are human’s best friends and represent loyalty 
and diligence. 

• Image/perception. Sci-fi books and movies have 
given AI a bad image — when the intelligence we 
create gets out of control. Artificial general intelli-
gence (AGI) or “strong AI”22 can be a serious threat. 
This image and perception will affect people’s initial 
trust in AI.  

• Reviews from other users. Reading online reviews 
is common these days. Compared with a negative 
review, a positive review leads to greater initial 
trust.23 Reviews from other users will affect the 
initial trust level.  

• Transparency and “explainability.” To trust AI 
applications, we need to understand how they are 
programmed and what function will be performed in 
certain conditions. This transparency is important, 
and AI should be able to explain/justify its behaviors 
and decisions. One of the challenges in machine 
learning and deep learning is the black box in the ML 
and decision-making processes. If the explainability 
of the AI application is poor or missing, trust is 
affected. 

• Trialability. Trialability means the opportunity for 
people to have access to the AI application and to 
try it before accepting or adopting it. Trialability 
enables enhancement of understanding. In an article 
in Technological Forecasting and Social Change, Monika 
Hengstler et al. state that “when you survey the 
perception of new technologies across generations, 

you typically see resistance appear from people 
who are not users of technology.”24 Thus, providing 
chances for potential users to try the new technology 
will promote higher initial trust. 

Developing Continuous Trust in AI 
Once trust is established, it must be nurtured and 
maintained. This happens through the following: 

• Usability and reliability. Performance includes the 
competence of AI in completing tasks and finishing 
those tasks in a consistent and reliable manner. The 
AI application should be designed to operate easily 
and intuitively. There should be no unexpected 
downtime or crashes. Usability and reliability 
contribute to continuous trust. 

• Collaboration and communication. Although most 
AI applications are developed to perform tasks 
independently, the most likely scenario in the short 
term is that people will work in partnership with 
intelligent machines. Whether collaboration and 
communication can be carried out smoothly and 
easily will affect continuous trust.  

• Sociability and bonding. Humans are social animals. 
Continuous trust can be enhanced with social 
activities. A robot dog that can recognize its owner 
and show affection may be treated like a pet dog, 
establishing emotional connection and trust.  

• Security and privacy protection. Operational safety 
and data security are two eminent factors that 
influence trust in technology.25 People are unlikely 
to trust anything that is too risky to operate. Data 
security, for instance, is important because machine 
learning relies on large data sets, making privacy a 
concern.  

Table 3 — Technology features of AI that affect trust building. 
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• Interpretability. With a black box, most ML models 
are inscrutable. To address this problem, it is neces-
sary to design interpretable models and provide 
the ability for the machine to explain its conclusions 
or actions. This could help users understand the 
rationale for the outcomes and the process of deriv-
ing the results. Transparency and explainability, as 
discussed in initial trust building, are important for 
continuous trust as well. 

• Job replacement. Artificial intelligence can surpass 
human performance in many jobs and replace human 
workers. AI will continue to enhance its capability 
and infiltrate more domains. Concern about AI taking 
jobs and replacing human employees will impede 
people’s trust in artificial intelligence. For example, 
those whose jobs may be replaced by AI may not 
want to trust it. Some predict that more than 800 
million workers, about a fifth of the global labor 
force, might lose their jobs soon.26 Lower-skilled, 
repetitive, and dangerous jobs are among those likely 
to be taken over by machines. Providing retraining 
and education to affected employees will help 
mitigate this effect on continuous trust.  

• Goal congruence. Since artificial intelligence has the 
potential to demonstrate and even surpass human 
intelligence, it is understandable that people treat it 
as a threat. And AI should be perceived as a potential 
threat, especially AGI! Making sure that AI’s goals 
are congruent with human goals is a precursor in 
maintaining continuous trust. Ethics and governance 
of artificial intelligence are areas that need more 
attention. 

Practical Implications and Conclusions 
Artificial intelligence is here, and AI applications will 
become more and more prevalent. Trust is crucial in the 
development and acceptance of AI. In addition to the 
human and environment characteristics, which affect 
trust in other humans, objects, and AI, trust in AI, ML, 

and robotics is affected by the unique technology 
features of artificial intelligence.  

To enhance trust, practitioners can try to maximize 
the technological features in AI systems based on the 
factors listed in Table 3. The representation of an AI as a 
humanoid or a loyal pet (e.g., dog) will facilitate initial 
trust formation. The image and perception of AI as a 
terminator (like in the Terminator movies) will hinder 
initial trust. In this Internet age, reviews are critical, as 
well as the ability of artificial intelligence to be transpar-
ent and able to explain its behavior/decisions. These are 
important for initial trust formation. The ability to try 
out AI applications will also have an impact on initial 
trust.  

Trust building is a dynamic process, involving move-
ment from initial trust to continuous trust development. 
Continuous trust will depend on the performance and 
purpose of the artificial intelligence. AI applications  
that are easy to use and reliable — and can collaborate 
and interface well with humans, have social ability, 
facilitate bonding with humans, provide good security 
and privacy protection, and explain the rationale 
behind conclusions or actions — will facilitate con-
tinuous trust development. A lack of clarity over job 
replacement and displacement by AI along with AI’s 
potential threat to the existence of humanity breed 
distrust and hamper continuous trust development.   

Trust is the cornerstone of humanity’s relationship with 
artificial intelligence. Like any type of trust, trust in AI 
takes time to build, seconds to break, and forever to 
repair once it is broken! 
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