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We are living though complex and worrying times. 
Much of the world, as I write this, is dealing with a 
pandemic that has upset our daily lives in a way that 
is unparalleled in recent history, except in countries 
that were literally, not just metaphorically, at war 
or undergoing a revolution. At the same time, old 
demons of our societies, never completely slayed, have 
reemerged to haunt us: populism, racism, intolerance…. 

As we fight through this and eventually come out on 
the other side to whatever will be the “new normal,” 
a word has increasingly made its way into the daily 
discourse of business and technology leaders, as well as 
of politicians (at least those who know how to spell it): 
trustworthiness. Some things are noticed only when we 
miss them; trustworthiness is one of those. It is interest-
ing to delve into how we got to this situation; the role 
that information technology has been playing in the 
erosion of trustworthiness; and how it, like many  
double-edged tools, might help solve the very  
problems it has helped create. 

Our notion of trustworthiness has been evolving 
for several centuries. This evolution has accelerated 
recently, and this is clearly attributable to technology. 
“Trust” initially referred only to trust in people. Then 
we had to trust certain institutions — rulers, govern-
ments, banks — to do what they had promised to do 
for us. What is paper money if not a testament to the 
trustworthiness of a central bank? The technology of 
the First Industrial Revolution added to that meaning, 
when the trustworthiness of the machine designer and 
supplier became important. Still, in a world of tangible 
objects, inspecting a machine before putting it into 
service was relatively easy. When the automobile 
appeared, it was a whimsical, inconsistent machine 
whose driver needed to have some of the skills of a 
mechanic to be able to trust that driver and machine 
would reach the intended destination. Yet although 
an untrustworthy car could leave you stranded by the 
roadside, it was unlikely to start a conflict or change 
the result of an election. 

Interestingly, early forms of communication were also 
fraught with trustworthiness issues. Much of that was 
rooted in the ambiguities of human language, and the 
multiplicity of them. The trustworthiness of a trans-
lation was a huge issue, and at least one war started 
in that manner.1  

Enter IT. For several decades, all was well, because IT 
did not touch us personally all that much. It was easy 
enough to verify that our computer-generated paycheck 
showed the right numbers, and that was about it. Isaac 
Asimov certainly brought up the trustworthiness of 
robots in his writings and, in 1942, even invented laws 
about robotics. But despite the philosophical import 
of his prose, his ideas remained simply fiction. It is 
only when email, the World Wide Web, and the com-
puterization and automation of a growing number of 
activities became part of our lives that the issue of 
whom and what we can trust exploded. That shift 
into uncertainty has only grown since then. 

To a large extent, we naturally mistrust what we do 
not understand. The fact that software developers use 
voluminous and arcane code to automate things — and 
that even other professionals have a hard time decipher-
ing what the code means and validating that it cannot 
produce ill effects — is enough to explain the loss of 
trustworthiness. This is well illustrated by the old joke 
of the real-time software engineers who, upon board-
ing an early Airbus plane, hear the captain announce, 
“Today, this will be an entirely fly-by-wire experience.” 
Upon which they hastily disembark. So even without 
considering any malicious intent, complex systems 
already stretch our ability to trust them. Is the code  
bug-free? Certainly, we know that beyond a few 
hundred or perhaps a few thousand lines, no code 
is completely bug-free and that real-world systems 
contain millions of lines. Has the supplier performed all 
the necessary tests? This is an almost impossible feat, as 
so many combinations of conditions would have to be 
tested, and the requirements against which a system is 
tested can be riddled with ambiguity. Was this meas-
urement supposed to be in imperial or metric units (as 

http://www.cutter.com


4  ©2020 Cutter Consortium CUTTER BUSINESS TECHNOLOGY JOURNAL 

was the cause of the Mars Climate Orbiter failure2)? 
Losing a spacecraft is one thing, but what if an entire 
country was plunged into a blackout because of 
untrustworthy data in the control systems of the 
national electric grid? 

In the 20 years since the Mars Orbiter crashed, we have 
become, individually and collectively, dependent on 
information systems at a much deeper level. Instead of 
a few reasonably balanced news channels, we now have 
a choice of hundreds of electronic “echo chambers” in 
which we only receive news selected according to the 
biases of like-minded people. We do not know how 
many of the posts we read on Facebook or Twitter were 
generated by Russian bots. The majority of us who live 
in democratic countries are no longer sure that the often 
abysmally insecure technology of electronic voting 
machines has not been subverted. We know that this 
stash of money from an unknown Nigerian official is 
fake, but what about this offer for a shopping coupon 
at my pharmacy? Did this politician really say these 
things, or is it a deep fake? And speaking of “fake,” 
how do I know what is real or not, now that some 
people call “fake news” anything that does not agree 
with their opinions, while you can almost be sure that 
what they praise as newsworthy (mostly because it 
flatters them) is almost surely false? 

Artificial intelligence is now adding yet another twist 
to this story: How do we know why a neural network 
denied a loan application or confused the face of a 
person with that of a terrorist? Do we know whether 
such misidentification occurs at the same frequency for 
people of different ethnicities? Who wrote this software, 
and which data set did they use to train it? Is placing 
a human in the loop likely to improve or degrade the 
trustworthiness of the system? A loan officer might look 

at a strange rejection recommendation, question it, and 
redo some calculations by hand, but he might also be 
prejudiced against certain applicants. A human driver 
might override the controls of an autonomous car that is 
going to run over a misclassified pedestrian, but we also 
know that many airplane crashes were caused by pilots 
ignoring the warnings of their cockpit instruments. 
Who (or what) should be trusted more? 

I addressed some of the above points at greater length a 
few months ago in a Cutter Business Technology Journal 
(CBTJ) article I called “Trustworthiness: A Mouthful 
That Shouldn’t Leave a Bad Taste.”3 But it seemed 
too important a subject, in these times of uncertainty 
and confusion, to leave it at that without seeking the 
opinion of a broader panel of experts. Hence this issue 
of CBTJ, for which we asked the question: “Is IT the 
problem or the solution?” In other words, while IT has 
created the conditions, the products, and the insecure 
protocols that permit the problems listed above, can IT 
also be used to counter these threats? For example: 

• Internet protocols and telephone caller ID could be 
updated to prevent spoofing. 

• Voting systems could be designed with redundancies 
and paper trails to permit verification of the counts, 
without creating a risk of vote buying (which is one 
of the unintended consequences of primitive paper 
trail systems). 

• “Provenance and pedigree” standards might be used 
to create a tamper-proof trail of where news items, 
photographs, videos, data sets, or software come 
from. 

• Internet of Things (IoT) sensors could be required 
to “sign in” to the networks using cryptography 
methods and to only send data in encrypted form 
to protect critical infrastructure and assets from 
industrial spying or hacker attacks. 

Clearly, technology solutions are not the only things 
we need to restore the needed sense of trust in systems 
and information, especially when it comes to news and 
social media. At a minimum, it seems that we require a 
new regime of checks and balances that covers a whole 
range of qualities, such as reliability, resiliency, visibility 
of provenance, safety, security, privacy, and absence of bias. 
These checks and balances must be put in place by  
well-trained and ethical-minded humans, working for 
organizations that respect and protect their independ-
ence. The all-too-common practice of dismissing the 
warnings of someone who says “we haven’t tested this 
system enough, so we shouldn’t release it” should be 
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banned. We need the guarantors of correct systems 
design to attain the same level of training and profes-
sional certification as other experts, to maintain the 
same unblemished records and accountability as other 
esteemed professionals, and to hold the same exalted 
level in our society as judges hold — and usually 
deserve. 

In This Issue 
This issue’s contributors have addressed the question 
of trustworthiness from a variety of angles. Each article 
offers a significant contribution to the challenge of 
restoring and maintaining trust. 

In our first article, Cutter Consortium Senior Consultant 
and frequent contributor Paul Clermont uses his well-
known “straight talking” style to paint a clear picture 
of the “broad scope of threats” we are facing. He uses 
anthropological analogies to explain the “circles of 
trust” we use in deciding what to believe. Clermont 
doesn’t shy from the potential conflicts among infor-
mation transparency, privacy, and intellectual property. 
He then looks at the proper role of governments in 
creating the frameworks and standards that can help 
improve trustworthiness. 

Next, Philippe Flichy tells us that there are three 
complementary facets we need to consider, particu-
larly in an industrial environment: trusting the data, a 
challenge made more difficult by the emergence of IoT, 
digital transformation, and cyberattacks; trusting the 
tools, for example, the machine learning algorithms 
whose innards are, almost by design, largely inscruta-
ble; and trusting the people, given the pandemic-era 
new work practices. 

David Tayouri then brings us the perspective of 
the Israeli defense environment, justly famous for its 
leadership in cybersecurity. For Tayouri, the combina-
tion of biometrics, asymmetric cryptography (think 
“PKI”), and blockchain can help construct a strong 
authentication and authorization environment, which 
is crucial to, in his words, “reconstruct virtual trust.” 

Following along the same “technology as the solution” 
line of thought but with the added twist of putting a 
human in the loop, a team of eight coauthors led by 
Greek academic Panagiotis Monachelis proposes to 
combine peer-to-peer decentralized networks and 
blockchain technology to address the challenge of 
misinformation in social media. The authors provide 
a detailed description of an architecture, embodied in 

their research project called EUNOMIA, that allows end 
users to review posts and feed a secure voting system. 

Finally, Robert A. Martin addresses in the last article  
the complete ecosystem involved in the procurement of 
products and services. What does it mean to trust that 
what you buy, and the organizations that sell to you, 
meet all the conditions required to merit your trust? 
Martin describes the elements of a system of trust for 
supply chain security that is currently under develop-
ment and is based on collecting information from a 
wide community of procurement departments and 
standards organizations. 

Even if all the ideas presented by this issue’s authors 
are implemented, serious challenges will remain. One 
is the tension between trust and anonymity, when the 
latter is required; in particular, to protect whistleblow-
ers or opponents of authoritarian regimes. The other is 
the fact that society and its actors (politicians, media, 
product or service suppliers, and consumers) do not 
change as quickly as the technology. Levels of trust 
that have been destroyed in just a few years may take 
decades to rebuild. But we can be thankful to our 
authors for pointing us toward several useful building 
blocks of the solution. 
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Gun rights activists like to tell us that “guns don’t kill 
people; people kill people.” They’re right, but only in 
a literal — and trivial — sense. If nobody was moti-
vated to kill, nobody would be murdered, no matter 
how many guns were out there, but real people do 
have motives, and guns provide a far more easy and 
convenient means to do the job than knives or blunt 
instruments. Likewise, we could say that computers 
don’t cheat people or robots don’t kill or maim them, 
and we would be literally, but still meaninglessly, 
correct. 

For IT to be trustworthy, we must be able to trust that 
designers are: 

• Competent to ensure the technology works as 
legitimately intended 

• Diligent in minimizing opportunities for hackers’ 
intrusion 

Circles of Trust 
First, a couple of definitions from Merriam-Webster: 

1. Trust — “assured reliance on the character, ability, 
strength, or truth of someone or something” 

2. Trustworthy — “worthy of confidence,  
dependable” 

Trusting People 
Trust is an essential part of being human. Without 
the ability to trust, our lives would be far more nasty, 
brutish, and short than they ever were back in the Stone 
Age. The challenge facing humans is to assess correctly 
the trustworthiness of people and the institutions with 
which we deal. Fortunately, the ability to make some 
relatively safe assumptions has helped us (see Figure 1).  

It’s certainly not foolproof, but our family is, on aver-
age, more trustworthy than our clan, which is more 
trustworthy than the rest of our tribe, which is more 
trustworthy than everyone else. Over the millennia, 
those who trusted too much in the benign intentions 
of unknown people tended to disappear from the gene 
pool; thus, while xenophobia is neither good nor nice, 
it has been baked into our DNA. 

Trusting Institutions 
As our species moved on from caves, we formed 
various “institutions” upon which we depended for 
transactions — exchanging goods and services — and 
information. These institutions needed to build and 
maintain a reputation for trustworthiness, or they 
would eventually fail. To do this, they had to devise 
and institute various controls to ensure that they were 
not (detectably!) cheating their customers or being 
cheated by customers, suppliers, or employees.1 As 
the scope of institutions increased, these controls had 
to become ever-more sophisticated, the circle of trust 
expanding to include those who designed and adminis-
tered the controls that prevent and detect cheating.2 The 
banking system is a prime example of institutions built 
on trust (see sidebar “First Bank and Trust”). 

The advent of automation required another circle of 
trust: the people designing and building the computer 
systems that kept the books and implemented the 
controls (see Figure 2.) The resulting standardization of 
methods and calculations greatly reduced the incidence 
of random errors that are inevitable when data entry 
and calculation are manual. Automation enabled the 
handling of far more complexity and options. This 

REACHING FOR NEW HEIGHTS 

Trust Our Technology? Hmmm. Let’s Think. 
by Paul Clermont 

Figure 1 — Prehistoric circles of trust. 
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progression has led us to today’s world in which we 
can trust a company such as Fidelity Investments with 
our complete personal portfolios, including retirement 
funds often worth millions, with no more evidence of 
our portable wealth than a monthly statement received 
online. Viewed in the perspective of centuries, that’s 
pretty impressive! It’s a major step beyond when wealth 
was evidenced by paper bonds or stock certificates, 
which themselves required a level of trust far beyond 
the days when only precious metals or jewels were 
good enough to warrant trust. 

Today, with artificial intelligence (AI), we need to be able 
to trust the integrity and competence of IT designers and 
builders even more. It’s not merely just about telling the 
computer correctly what to do but rather telling it how 
to learn to recognize and correctly handle new situations, 
including detecting suspect and spurious input. For 
example, in a recent experiment, a slightly modified  
35-mph-speed-limit sign (see Figure 3)3 was read by 
a passing Tesla as 85, so the car started to accelerate 
accordingly, lacking the context to recognize something 
as fake — something that would never have fooled any 
sentient human.  

Traditional computing may seem like black boxes to 
nontechnical users (as it, in some cases, should be to 
minimize gaming the system), but its creators under-
stand it. AI algorithms that learn are “black boxes on 
steroids”; they may learn wrongly and it’s up to their 
creators to minimize this scenario. For example, some 
automotive GPSs know the speed limit based on car 
location, enabling a cross-check of what the AI sees 
(or thinks it sees) on a sign. 

Trusting Information 
Building the trustworthiness of information (other 
than that for our accounts) has not been as advanced 
as Fidelity’s customer accounting. That’s not a condem-
nation; it’s a recognition that information is inherently 
squishy. Facts are often hard to discern clearly, and 
their interpretation is subject to human limitations 
like bias or lack of experience-based intuition to spot 
something fishy. There is abundant room for selective 
fact gathering and tendentious presentation, and there’s 
no arithmetic audit trail to reality as there is (or should 
be) in our accounts. While we are long past the era of 
taking claims of miracles and dragon sightings at face 
value, not even icons like The New York Times or the 
BBC are immune to mistaken reporting and interpreta-
tion. Obviously, there is a spectrum of trustworthiness; 
a story in The New York Times deserves and receives 

First Bank and Trust  
We deposit our money, trusting that we’ll be able to with-
draw it whenever we want, which requires that the bank both 
maintain a reserve and make loans to trustworthy borrowers 
who will almost always repay them. Rumors of a troubled 
loan portfolio can provoke a “run on the bank” in which most 
depositors end up stiffed, amplifying the economic down-
turn that compromised the portfolio in the first place, as 
during the Great Depression. One New Deal reform was  
deposit insurance, which banks bought from the government 
and were then subject to periodic inspections to ensure 
prudent practices. In other words, your trust moved from  
the individual bank to the government — a far safer bet  
— and the approach has worked well for almost 90 years.  
Unfortunately, a parallel deposit insurance scheme for US 
savings and loan associations was not up to monitoring 
their charges’ use (and misuse) of vast new powers granted 
them around 1980. Failures were legion, and by 1990, the 
insurance fund ran out of money and taxpayers ended 
up bailing it out — not a great regulatory success, but it 
maintained the trust of millions of depositors in the overall 
system. 

Figure 2 — 21st-century circles of trust. 

Figure 3 — When is a 3 not a 3? (Source: Whitwam.) 
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infinitely more credibility than one in a supermarket 
tabloid. 

Unfortunately, we seem to be going backward in this 
area in recent years, and technology is partly to blame. 
The Internet and social networks have given power-
ful megaphones to cranks, conspiracy theorists, and 
certifiable lunatics who flood cyberspace with junk 
information (e.g., the Pope endorsing Donald Trump 
for president4) designed to misinform or otherwise 
sow fear, uncertainty, and doubt on behalf of some 
institution, ideology, or mischief maker. Journalists 
have curatorial power but working to deadline (and 
not wanting to get scooped) imposes practical limits. 
Publications that cover current events from a bit of 
distance (e.g., The New Yorker) employ fact checkers for 
every assertion, noting when the person or institution 
being checked has not responded. 

Broad Scope of Threats: Why We Cannot 
Assume Trustworthiness  
This section addresses the myriad reasons that things 
can go wrong in such a way as to erode the general 
public’s trust in technology, its purveyors, and the 
organizations that use it.  

At the Public Level 
Threats from institutions and mischief makers include: 

• Damage to critical infrastructure. For example, our 
dependence on the power grid is fundamental. When 
it’s controlled by a network of computers connected 
to the Internet, as it needs to be to assure systemic 
resilience, a hacker or saboteur, even a continent 
away can damage it, as actually happened in Ukraine 
a few years ago.5 

• Theft of personal data. There is a constant stream of 
news (e.g., Experian, Starwood Hotels, the US Office 
of Personnel Management) in which our personal 
data has been accessed and stolen. 

• Breach of privacy. What we write on paper can 
be burned or shredded, but every keystroke is 
potentially discoverable. 

• Hacked voting systems. Voting machines connected 
online with no consistent security standards and 
no paper audit trail for recounts can be subtly but 
effectively hacked, not just to throw an election but 
to destroy confidence in the whole voting process. 

• Defective products. The Boeing 737 MAX 8 has been 
grounded for a year and counting due to fatal crashes 
caused by a computer control that didn’t cross-check 
a spurious input or allow the flight crew to override 
the automatic action that misinformation caused.6 

Threats from governments include: 

• Fudged statistics leading to bad macroeconomic 
decisions by central banks and microeconomic 
decisions by companies and investors 

• Fudged census data leading to misallocation of  
public resources  

• Voting processes and technology vulnerable to 
manipulation from inside the government 

• Unethical algorithms, whether intentional or 
accidental, defeating the intent of laws requiring 
equal rights or access 

• Insufficient regulation to ensure safety in use of 
automation and AI (e.g., the regulatory failure with 
the Boeing 737 MAX 8 that has tarnished the US 
Federal Aviation Administration’s worldwide repu-
tation as the gold standard of air safety assurance) 

• Thwarting of privacy laws, as agencies of govern-
ments have done in the name of national security 

At the Enterprise Level 
External threats include: 

• Measurable losses from hacker-enabled theft of goods 
or services by “customers” 

• Less measurable losses7 from hacker-enabled theft 
of proprietary and customer data8 and intellectual 
property (IP) 

• Impersonation by scammers who damage the 
enterprise’s credibility 

The Internet and social networks have given 
powerful megaphones to cranks, conspiracy 
theorists, and certifiable lunatics who flood 
cyberspace with junk information. 
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• Malware that affects customers (e.g., a distributed 
denial of service bringing down operations) 

Internal threats include: 

• Dishonest and disgruntled employees, especially 
those who know how internal systems work 

• Incompetent employees designing and managing 
controls and building their associated IT in such a 
way that it’s too easy for threats to materialize and 
go undetected for too long 

• Error-prone or easily fudged data-capture procedures 

Beneficial “threats” include: 

• Hackers unmotivated by personal gain or desire to 
create mischief who break in as a challenging hobby 
to reveal previously unknown vulnerabilities 

At the Personal Level 
In general, personal threats include: 

• Being scammed by impersonators of trusted  
individuals or organizations 

• Being impersonated by scammers or other mischief 
makers to victimize people who trust you 

• Having identity and personal data stolen 

• Having your devices invaded by malware that 
degrades performance, corrupts applications or data, 
or demands payment of a ransom to return to the 
status quo 

When procuring goods and services, threats include: 

• Misleading information 

• Important information made deliberately hard to find 

• Error-prone processes 

• Poorly designed record keeping 

• Lack of audit trails to sort out problems 

• Unethical algorithms that reflect biases or unfair and 
shoddy but not technically illegal business practices 

• Voluminous “Terms & Conditions” seemingly 
designed to not be read, with the intent of evading 
responsibility for problems  

When obtaining general info, threats include: 

• Deliberately false or misleading info (e.g., deep fake 
photos and sound recordings) 

• Insufficient/nonexistent curation and fact checking 
of information available online 

What We Should Know & Do 

Guiding Premises 
• Lost trustworthiness is very difficult to regain; it can 

take years, if ever. 

• Absolute trustworthiness is an unattainable goal, just 
like eliminating crime and accidents, yet we must 
maximize our diligence in getting as close as possible.  

• Cutting corners will breed fear and cynicism about 
the whole computer-based world and jeopardize the 
good things accomplished to date. 

Technical Challenges 
Cybercrime, like all crime, requires a potential perpetra-
tor (who), the confluence of motive (why), the means 
(what and how), and the opportunity (when and where). 
There will always be people with motives to commit 
crime, so technologists must address the following: 

• Prevention — limiting means and opportunity: 

 In IT, minimizing vulnerabilities to intrusion 

 Minimizing risk from adding complexity (“cool” 
features) and interconnectedness simply because 
we can, without a compelling purpose9  

 Ensuring that purchased software components, 
particularly open source, are traceable and 
have been thoroughly scanned and tested for 
vulnerabilities10 

• Detection — having the logic to recognize something 
wrong and deal with it: 

 Catching intrusions and anomalies, including 
potentially spurious inputs and deep fakes 

 Isolating and containing the damage 

 Ensuring that machine learning “training” does 
not introduce unintentional bias into algorithms 
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(e.g., the way a too limited spectrum of inputs has 
resulted in face recognition whose effectiveness 
varies by race) 

 Checking algorithms in use to uncover “adverse 
effects” that may have materialized despite best 
efforts to avoid them 

• Solution — identifying and neutralizing the  
perpetrator(s): 

 Audit trails to ID the source of intrusion 

Continuous learning about how better to anticipate, prevent, 
detect, and solve cybercrimes is a necessity — “Fool me once, 
shame on you; Fool me twice, shame on me.” 

Conundrums 
Efforts to ensure trustworthiness can lead to situa-
tions where worthy goals conflict, as in the following 
examples. 

Audit Trails, Good and Bad 
Audit trail techniques that ferret out the source of 
intentional misinformation can also lead to the outing 
of valuable whistleblowers, exposing them to possibly 
lethal reprisals. Perhaps a specialized warrant could be 
designed that would allow governments to penetrate 
walls of secrecy only when there is a specific crime to be 
investigated (i.e., habeas corpus). Without having such 
a warrant presented, ISPs and others in the chain could 
not be required to comply. (This might have solved the 
standoff between the US government and Apple over 
breaking into the iPhone of one of the San Bernardino, 
California, terrorists.) 

IP: Transparency vs. Proprietary Rights 
On the one hand, it seems obvious that a “black box” 
defense against a claim of a wrongful decision made by 
a purchased algorithm should not be allowed. If one 
uses a proprietary algorithm, one should be responsible 

for what it does, unless it did something the vendor 
said explicitly it would not do. That means transpar-
ency about how it works and why it works that way. 
Someone in the organization (or a very limited group11) 
that uses the algorithm needs to be cognizant of how 
it works and sophisticated enough to envision how it 
could make unacceptable mistakes that would require 
modification or tuning. A purchased algorithm that 
can’t be modified or tuned is a pig in a poke — never 
a safe choice. 

On the other hand, developers of sophisticated algo-
rithms should not have to fear that their great ideas 
can be easily copied. Some specialized form of non-
disclosure agreement (NDA) may be required for 
cognizant employees of the user. Alternatively, public 
or private entities with appropriate NDAs could certify 
an algorithm, taking responsibility if they missed the 
possibility of something the user of the algorithm 
explicitly didn’t want to have happen or a violation 
of generally accepted ethical rules for algorithms.  

Of course, computer scientists can correctly argue 
that explainable AI is not as powerful as AI that is not 
constrained by a need to explain itself, but that may 
be more power than we should allow it when the AI is 
applied to decisions that can affect whole lives. It’s hard 
to imagine trustworthiness taking a worse hit than a 
news story about inexplicable actions that harmed real 
people and that were not the result of human error. 

The Role of Governments 
There is a rapidly emerging consensus, even among 
some big names in tech (e.g., Tim Cook of Apple, 
Satya Nadella of Microsoft,12 Eric Schmidt, formerly of 
Google), that the libertarian approach to tech has run its 
course and become counterproductive as more people 
lose trust. Because it has shown no serious propensity to 
self-regulate, as some once naively hoped, tech needs 
help from governments to save itself. This help can take 
a number of forms. 

Antitrust 
Companies can be broken up, horizontally or vertically, 
to increase competition. The recent antitrust “doctrine” 
that government action is justified only by evidence 
of consumers having to overpay may be relevant for 
commodity industries, which tech, other than basic 
devices (e.g., PCs, mobile phones), surely isn’t. How-
ever, that doctrine is questionable when it comes to 

Audit trail techniques that ferret out the 
source of intentional misinformation can also 
lead to the outing of valuable whistleblowers, 
exposing them to possibly lethal reprisals.  
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amassing market power (e.g., Facebook and Google 
in online advertising) or dominating a tech area in 
order to steer innovation in a desired direction (e.g., 
big companies gobbling up startups for insane prices, 
possibly to bury an innovative technical approach 
before a competitor buys it). 

Privacy Guarantees 
Europe is leading the way with its General Data 
Protection Regulation (GDPR), hardly a surprise 
given that tens of millions of Europeans remember 
life under intrusive and unaccountable governments. 

Legal Standards and Certification 
Part of being trustworthy is being able to boast of some 
kind of certification by impartial experts that algorithms 
and the practices around their use meet standards, 
implying the need to create standards. This is not 
just a matter for technicians alone; there are roles for 
experts in the business, as well as lawyers, ethicists, 
and consumer advocates. We need standards involving 
the following: 

• Ensuring algorithms that “make” critical life-
changing decisions (as in criminal justice, home and 
small business loans, admission to higher education, 
hiring into tenure/partner track positions) are subject 
to external review to certify lack of bias and the 
boundaries defining close situations that require 
human intervention to resolve 

• Record-keeping standards for algorithm usage and 
how close decisions were resolved 

• Professional certifications for experts in cybersecurity 
and ethical algorithms 

Standards for Voting Technology 
Paper ballots, once the norm, could be counted and 
recounted. Keeping the process honest was a matter of 
standard procedures and physical security. Mechanical 
voting machines introduced the possibility of physical 
malfunction. Computer-based machines added the 
possibility of hacking within the precinct. Connection 
to the Internet added the possibility of external hacking. 
Meanwhile, at least in the US, responsibility for voting 
technology is devolved to the state or even local level, 
as in the 2000 presidential election Florida fiasco.13 Con-
fidence in the integrity and auditability of the voting 
process lies at the heart of a functioning democracy. 

It’s too important to leave to the unguided discretion 
of often unsophisticated buyers of technology, and  
self-certification by vendors is essentially meaningless, 
as the Boeing 737 MAX 8 situation shows. 

Fact-Checking Requirements 
The 1964 New York Times Co. v. Sullivan14 court decision 
regarding a libel suit used the phrase “wanton disre-
gard for the truth,” which describes a lot of what’s 
on the Internet. Note that the defendant was The New 
York Times, not the reporter in its employ, implying 
that the enterprise distributing the information bears 
responsibility for what it distributes. Operators of social 
networks have resisted taking responsibility for the 
veracity of the often-questionable information they 
put out. Curating and policing it may be expensive and 
difficult, but it would not be unreasonable to demand 
it by law, given the extraordinary profit margins in 
the business. In fact, it is required by law in much of 
Europe, where platform operators must proactively 
review what’s posted in order to filter out noxious 
material, such as neo-Nazi messages. 

A High-Stakes Challenge 
Since the dawn of the computer age, investments in 
automation have been enormous, and society has 
benefited tremendously in terms of product and service 
quality at acceptable cost and with a level of conven-
ience in the business of daily life that could not have 
been imagined even as recently as the early 1990s. The 
expanding circles of trust — justified and largely well 
maintained — have been as critical as the technology 
that enabled these good things to happen. If that trust 
is lost or even notably chipped away, it cannot be 
recovered simply by upgrading to a new generation 
of technology.  

When it comes to accepting products and services, 
people’s feelings and emotions matter. So far, tech has 
profited immensely from generally positive attitudes 
on the part of the public, but clear signs of skepticism 
and cynicism have appeared as a result of eroding trust. 
That trust must be restored and maintained before a 
tipping point is reached. There’s far too much on the 
table to risk in the name of quarterly profits, libertarian 
philosophies, breaking things as part of moving fast, or 
oversize egos. 

Most people are reasonable enough to understand that 
absolute trustworthiness will not and cannot ever be 
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guaranteed, but that does not reduce the imperative 
of constantly driving toward that goal. Falling too 
far short breeds disgruntlement and cynicism about 
any institution and leader, and much of the world is 
heading in that direction to the detriment of all. How 
far is “too far”? We should not want to find that out 
empirically! 

Statements of principle and intention are fine, but they 
must be accompanied by visible good faith efforts made 
credible by accepting delays or earnings hits in pursuit 
of getting it right (i.e., putting one’s money where one’s 
mouth is).15 
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Although the emphasis on digital transformation 
has recently given way to dealing with the COVID-19 
pandemic, digital transformation is likely to regain the 
spotlight once we weather the storm we are currently 
battling. At that point, successful digital transformation 
will require trust more than ever. 

Microsoft CEO Satya Nadella has reportedly said, 
“Digital transformation is about reimagining how 
you bring together people, data, and processes to 
create value and maintain a competitive advantage in a 
digital-first world.” Nadella is proposing that we create 
a shift in our corporate cultures. Bringing together 
people, data, and processes requires a fundamental 
change from the way most companies are working 
today; one in which data will be central, thanks to the 
ubiquitous computing power we now enjoy.  

Transforming all the data we generate into insights 
requires many steps. These are the processes to which 
Nadella refers. For someone to have the confidence 
level to use the resulting information and insights, 
these data manipulations must be trusted. Before 
understanding where and how trust can be established, 
let’s review these steps. 

First, we must collect the data, which means identify-
ing the data points that can be reliably collected at a 
reasonable cost. An increasing number of data points 
are now collected directly where they are produced, 
from all kinds of smart devices and sensors — a process 
referred to as “edge computing.” This field has evolved 
significantly recently, with Syntiant’s Neural Decision 
Processors capable of processing data at the edge with 
a processor so small that 54 chips can fit on a single 
penny.1  

Next, data points need to be aggregated and normalized 
so they can be validated. This task can now be per-
formed onsite to benefit from high-frequency data, 
allowing algorithms to take advantage of the best 
granularity of data available. Transferring this data 
reliably and securely at the right frequency presents a 
considerable challenge. Cybersecurity requires edge 
processing power as well as machine learning (ML) 
algorithms to distinguish valid traffic from illegitimate 

traffic. The advent of cube satellites,2 Wi-Fi 6,3 and 5G 
protocol4 will help to lower the cost of transmission and 
increase the available bandwidth and coverage areas.   

Short-lived data resides at the edge, while longer-lived 
data, as well as data derived from the field data stream, 
needs to be transferred centrally. The decision to 
transmit certain data at certain frequencies from a 
remote location may depend on the activity being 
performed. The same level of data granularity is not 
needed for all data points. The level will depend on 
what activity is being performed at a given time, as well 
as other operating states, such as weather conditions or 
other specific situations (e.g., a recent incident or some 
level of alert). Algorithms at the place of collection can 
help correlate near-real-time data feeds to eliminate 
outliers and create synthetic data when a value is 
missing or erroneous. 

Nowadays, we can store high-frequency data locally 
and only transmit data centrally at various useful 
sample rates depending on the level of detail required 
for remote analysis. Thus, we keep the full granular 
data for on-demand requests and asynchronous repli-
cation by physically moving hard drives (such as with 
the import/export offering from Amazon Web Services) 
or by using spare bandwidth when it is available. The 
high-frequency data can be used locally to perform the 
initial validation steps, while compute-intensive mining 
and algorithm optimization can be performed centrally. 
The resulting improved algorithm can then be pushed 
back to the edge units to keep improving the data 
quality of the edge processing. Once available to 
subject matter experts (SMEs), they can analyze and 
correlate the data so it can be shared and transformed 
into actionable information or, better, reliable insights. 

DO YOU TRUST ME? 

Trust: The Keystone of Digital Transformation  
by Philippe Flichy  

The decision to transmit certain data at  
certain frequencies from a remote location 
may depend on the activity being performed.  
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How Can You Trust This Complex 
Flow of Information? 
For the end user to trust data after it has trickled 
through all these steps, it needs to be openly processed 
and securely distributed. The aim of data trust is to give 
people and organizations confidence when enabling 
access to data in ways that provide them with value 
in return (directly or indirectly). Data, wherever it is 
collected, needs to be understood and correlated to 
other data (some of which may reside in different parts 
of the company and, therefore, in various types of 
databases) in order to become information and yield 
insights, preferably actionable ones. Good correlation 
depends on good data. If there is no reason to doubt 
the data received, we tend to trust it. But how do we 
establish that required level of confidence?  

According to the Industrial Internet Consortium, 
trustworthiness is “the degree of confidence one has 
that the system performs as expected.”5 Trustworth-
iness includes attributes such as constancy, congru-
ity, reliability, and integrity, all of which involve 
various facets of data management. Let’s start with: 
Can we believe the data in light of its context? Does it 
make sense? A simple illustration comes from a physics 
perspective: as the temperature of a gas rises, the pres-
sure must rise as well. But the observer should also 
notice whether the data range being read corresponds 
to the environment being monitored. Data types and 
many other attributes can be analyzed to get a sense of 
whether some data is being distorted.  

We may also rely on subjective criteria, such as whether 
the source of the data has a good reputation. Trust 
is not always based on scientific notions, as with our 
physics example, but also on aspects rooted in human 
psychology. From prehistoric times, humans have had 
to rely on and trust each other; for example, they have 
had to trust that the person on guard at night would 
wake up those sleeping when a threat was detected. 
Humans have developed a strong sense of belonging to 
and affiliation with tribes and then, later, groups of all 
kinds (from church to alumni associations and sports 
clubs, to name a few). Knowing that someone with 
the same values, education, or other shared common 
ground has curated data tends to predispose the user 
to accept that data as trustworthy. A corollary would be 
whether the data being received bears official endorse-
ment. Conversely, some people might question whether 
data coming from or sanctioned by a particular group 
or institution is neutral and objective. The ultimate 

determination of trustworthiness may come down to 
whether the data source is usually reliable. 

Once the source of the data is accepted as trustworthy, 
the next step is to better understand how the data is 
being handled. Can we verify that the data is from who 
it is said to be from, that it does indeed come from the 
source we believe it to come from? To address this 
concern, we look for traceability. Is it possible there 
was some transcoding (manual or automated)? Could 
alterations have been made, intentionally or not? 
Could someone have made an honest mistake? Can 
any changes be traced back? Was the data modified by 
an expert, and if so, who is that person, and on what 
grounds was the modification made? We find ourselves 
evaluating whether we can trust the individual/entity or 
the algorithm selected, and we will want to eventually 
assess the process used for any alteration. Is there any 
reason to believe that criminals could have intentionally 
altered the data feed? What guarantees are there that 
the data being received is genuine? Can the security 
processes used to secure the data be trusted? It is very 
difficult for an end user to have a good sense of the 
various steps and parameters necessary to ensure a 
secure transmission. The tendency, once again, is 
to trust the specialists and the entity’s established 
processes and to believe that they provide the required 
level of confidence to trust that the data is legitimate.  

One emerging technology being used for data exchange 
that promotes trust is blockchain. A blockchain is a 
decentralized, distributed, and, often, public digital 
ledger used to record transactions across many com-
puters while preventing any of those records from 
being altered retroactively without the modification 
of all subsequent blocks. Since the records are dissem-
inated on many distributed machines, it is virtually 
impossible to alter an entry once it has been entered 
unless an official update is submitted. 

To establish confidence, we might also want to know 
the configuration parameters of a sensor and the 
associated software used to capture and process the 
data. We would again evaluate whether the parties 
involved in those steps are to be trusted. We should 
record as many as possible of these trustworthiness 
parameters in metadata. Metadata is a set of data 
that describes and gives information about other data. 
For example, metadata can provide information about 
a sensor’s position, maintenance records, and the 
calibration tables over time to understand the drift 
of the sensor. Metadata can help users understand the 
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type of conversion used to convert analog readings to 
digital values, such as the sampling rates used or the 
number of bits of the transcoder, to name two obvious 
examples.  

Timestamps can be complicated to reconcile to obtain 
a proper understanding of what happened at a precise 
instant. Vendors may not synchronize their tools’ clocks 
across the same network. We therefore need to calculate 
offsets and may opt to calculate synthetic data to get 
all the measurements to align at a certain time. All these 
alterations must be traceable so they can be understood 
and then, we hope, agreed upon. Traditional code 
can be audited and confirmed, but we are increasingly 
relying on ML algorithms, which often are not human 
readable. The trend recently is for ML to create some 
level of human-auditable trails. Programmers also tend 
to include physics-based equations within ML algo-
rithms to prevent aberrations. All these approaches 
can promote trust in the data. 

Can We Create a Culture of Trust? 
For any of these processes to be efficient, people must 
be willing to cooperate and share data and methodolo-
gies, which means crossing the boundaries of the typical 
departmental silos that exist in many companies. Thus, 
a culture of trust needs to emerge so we can comforta-
bly rely on data and its analysis from other groups. 

For data to be successfully shared, efforts must be made 
to normalize it and access it from various databases — 
an exercise that requires cooperation across disciplines 
and across companies. A data model needs to be 
identified, agreed upon, and implemented. The data 
then needs to be validated and, next, transferred or 
pointed to (one instance of the data but many places 
from where it can be accessed) so it can be aggregated 
in central repositories, such as data lakes, with data 
from other sources. Only then can the real digital 
correlation work start. 

To discover valuable correlations, data analysts 
and SMEs ought to sit together and use each other’s 
expertise to come up with valuable insights. There is 
no magic in the manipulation of data mining tools. The 
results obtained are the fruit of intentional cooperative 
efforts to understand what the data is telling us. As 
Mark Twain put it so eloquently, “Get your facts first, 
and then you can distort them as much as you please.”6 
Sometimes various types of expertise are required to 
really distinguish true, meaningful correlations from 

what are aberrations. Did you know, for example, 
that the amount of US spending on science, space, and 
technology correlates with the number of suicides by 
hanging, strangulation, and suffocation? Spurious 
correlations7 can destroy trust very quickly. 

As we leverage an increasing number of digital tools, 
opportunities for miscomprehension of the various data 
sets and what they really mean increase exponentially. 
Unfortunately, so does the opportunity to distort reality 
and make numbers tell a story based on a specific 
agenda. This opportunity for misunderstanding or 
distortion has been true since humans started using 
statistics, but the increasing complexity of the correla-
tion tools we use makes it even more of a problem. 
Some users may decide to resort to an A-B team 
approach to cross-validate some of the findings, while 
others may opt for a more subjective approach by 
trusting the entities and individuals involved in the 
analysis. How much we trust emerging tools aimed at 
validating correlations to do the right counter-analysis 
will be based on experience with, and comparison of, 
various validations. 

How Do We Access the Data? 
Statistics about the volume of data we keep on generat-
ing and accumulating are well known; more data has 
been generated in the last two years than in all the 
previous years of human history. This brings up an 
interesting question as to how data is shared within a 
company, which illuminates yet another aspect of how 
an organization trusts its members. The more complex 
an access matrix the company builds, the more costly 
and difficult it is to enforce. Cross-pollination between 
groups often results in great discoveries, but for this 
type of effort to happen spontaneously, the boundaries 
between entities must be limited. As data is more and 
more protected at the core, in complement to firewall 
peripheral defense, company security officers need to 
identify and establish a simple yet efficient level 
of access.  

For data to be successfully shared, efforts 
must be made to normalize it and access  
it from various databases — an exercise that 
requires cooperation across disciplines and 
across companies.  
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This access issue has become even more important as 
the need for remote access from home has increased 
during the COVID-19 pandemic, and it is likely to 
continue after this confinement. The connectivity 
that employees working from home have with their 
companies’ remote servers can be a huge challenge for 
some organizations. Although experts suggest that 
companies that already had deployed a good cloud 
infrastructure do not have an increased exposure to 
cyber threats, home network security will become a 
challenge if we are to continue working from home at 
any substantial rate, and could pose a threat to data 
trustworthiness.  

Conclusion 
Trustworthy data is required to accept the meaningful 
and useful insights we can derive from that data, and 
such insights can lead to the shift in corporate culture 
essential for digital transformation. In conclusion, 
to broaden the discussion outward again, for digital 
transformation to take place within an organization, 
a new culture based on trust must emerge. Leaders 
should show the way. Leadership is what will foster 
a culture of trust and make possible the adoption of 
data-driven tools to make more suitable and efficient 
decisions. However, the desired transformative shift 
is such that we need to evolve from trusting leaders 
to having trusted leaders. The level of transparency 
required dictates a strong reliance on empathy to build 
true and honest rapport and conversation.   

For teams trying to unveil new discoveries resulting 
from data analysis in a fluid process, trust must first 
exist among the various participants. Trust can be 
initiated at a technical expertise level, but long hours 
digging into data require true interaction and demand 
a greater level of trust. Trust is based on empathy and 
getting to understand others and what they feel and 
think. Empathy leads to kindness and respect. 

A culture built on trust is also dependent on clarity. 
Thriving by improving clarity in all processes is key 
to increasing efficiency. A clear, well-articulated vis-
ion and purpose will allow all actors to align them-
selves to the common goal. Knowing how to clearly 

communicate with one another on achieving the 
expected results will allow all involved to understand 
how they can contribute, at their level, to the common 
goal. Trust is also based on humility; being humble 
means that we are willing to listen to others and 
recognize we can be wrong without much fuss.  

Much research has demonstrated that stress can be a 
transformative change agent. COVID-19 has certainly 
brought about much stress. But beyond the imperatives 
that will result from the current pandemic, the changes 
it has brought about may be a profound agent in 
creating the cultural precepts of a more digitally 
structured — and transformed — world. 
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The Internet has been around for decades, and issues 
around security and user authentication are well known 
and have been much discussed. Although public key 
infrastructure (PKI) technology was a great advance for 
secure communication, current authentication methods 
are lacking.  

Case in point: criminals, terrorists, and other illegal 
actors methodically abuse the openness of the Web, 
which enables the almost-instant creation of email and 
social media accounts (with potentially missing or false 
data) to create fake identities to hide their activities. 
Consequently, current authentication methods provide 
a low level of trust, which is particularly problematic 
when it comes to accessing personal sensitive data 
in the cloud (e.g., bank accounts and health records), 
remotely accessing business environments, and so on. 

And there’s more. A high level of trust in users being 
who they say they are is ever-more crucial in order 
to eliminate political interference by foreign actors 
impersonating local citizens or to prevent sham entities 
from spreading fake news. This high level of trust is 
also essential when our kids communicate through the 
Web, chatting or exchanging pictures with their friends. 
We want to be absolutely certain they are contacting 
other children and not imposter pedophiles. Can we 
be sure of this with the Web’s current trust model?   

Current Authentication Methods 
and Drawbacks 
Three main types of credentials enable authentication 
today: 

1. Something you know, usually a username and 
password 

2. Something you have, such as a key generator device 
or cellphone 

3. Something you are, such as biometric authentica-
tion (e.g., fingerprint, face scan, iris scan, voiceprint) 

The use of username and password, despite remaining 
the most popular authentication method, has several 
well-known disadvantages, including password crack-
ing, password theft, and reusing a single password 
for multiple applications. Two-factor authentication 
improves the security process somewhat but is incon-
venient, still requires remembering many passwords, 
and doesn’t prevent the creation of fake identities, since 
a one-time SIM card can be used for the authentication 
process. 

Biometric authentication is widely known to be the 
most effective type of authentication because it is 
extremely difficult to transfer biological features from 
one user to another. However, the cost of early bio-
metric authentication implementations has made it a 
less desired option for many projects. Recently, new 
technologies are making biometric authentication 
more feasible for a range of use cases, and that is why 
it is one of the building blocks of my proposed solution 
to improve authentication and increase trust.  

Building Blocks for Solving  
Web Authentication Drawbacks 
In addition to biometric authentication, asymmetric 
cryptography and blockchain are technologies that can 
help create an inherently authenticated and secure Web. 

Asymmetric Cryptography 
Asymmetric cryptography uses pairs of keys: public 
keys, which may be disseminated widely, and private 
keys known only to the owner. Effective security only 
requires keeping the private key private; the public 
key can be openly distributed without compromising 
security. 

One important issue with asymmetric cryptography 
is the confidence/proof that a particular public key is 
authentic (i.e., that it is correct and belongs to the entity 
claimed and has not been tampered with or replaced by 
a malicious third party). There are several possible 
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approaches, including a PKI, in which one or more 
third parties — known as certificate authorities — 
certify ownership of key pairs (Transport Layer 
Security [TLS] relies upon this), and a “Web of Trust” 
that decentralizes authentication by using individual 
endorsements of the link between user and public key 
(Pretty Good Privacy [PGP] and Domain Name System 
[DNS] lookup use this approach). 

Blockchain Technology 
By design, a blockchain is resistant to modification of 
the data. Once recorded, the data in any given block 
cannot be altered retroactively without alteration of all 
subsequent blocks, which requires a consensus of the 
network majority. Although blockchain records are not 
unalterable, most consider blockchain secure by design. 
Recording credentials in a blockchain database assures 
that the credentials are authentic and were not altered 
by a third party. 

Strengthening Authentication  
and Improving Trust  
To reconstruct virtual trust, it’s advantageous to 
strengthen current authentication methods with the 
addition of biometric authentication, asymmetric 
cryptography, and blockchain. We can achieve this 
by establishing a trusted Web layer, in which users are 
uniquely identified and strongly authenticated. This trusted 
Web layer can be accomplished by creating a database 
of trusted users. The database records will include a 
person’s biometric ID, such as fingerprint, iris, or 3D 

digital face photo (or a combination thereof) and the 
credentials for cloud service providers (CSPs). The 
credentials will be encrypted and passed directly, 
automatically, and securely to each CSP for the authen-
tication process. The use of blockchain as the database 
ensures the security of the recorded authentications and 
eliminates the need for a managing authority. Figure 1 
depicts the high-level architecture of my proposed 
solution. 

The records in the database of trusted users should be 
unalterable to avoid fraud and forgery, and the data-
base should be decentralized to avoid a single point of 
failure and the need for a management entity. Block-
chain meets these database property requirements 
because its records cannot be modified or deleted.  

Users who want to change their password for a CSP 
create a new record. The authentication application 
will always present a user’s latest record for a given 
CSP. In the event of a user’s death or if he or she 
unsubscribes from a CSP, records do not need to be 
deleted; the relevant records will never be accessed 
again. From a law enforcement perspective, this 
database behaves similarly to databases of digital 
currency transactions; both use blockchain as the 
infrastructure, and, therefore, only users can access 
their own records. 

The proposed solution has the following essential 
features that overcome the drawbacks of current 
authentication methods: 

• Strong biometric identification, which uniquely 
identifies a physical person and is much stronger 
than other identification methods, eliminates the 

Figure 1 — High-level architecture of proposed solution. 
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fake identity problem. To avoid the theft of biometric 
keys, the database limits access to a record to the 
owner of that record.  

• Strong authentication provides a high level of trust, 
a high level of confidence that the person is who he or 
she claims to be, and assurance that only the intended 
user can access his or her accounts. 

• A single authentication process for all of a user’s 
virtual accounts avoids the issue of needing to 
remember the various credentials for all the different 
cloud services that a user accesses. 

Creating a Record in the Database 
When accessing a CSP for the first time, users register 
their credentials in the database (i.e., they create a new 
record in the database). To create a new record, the user 
employs a biometric device (e.g., a fingerprint reader) 
and a dedicated application that creates a record with 
the user’s biometric data, the name of the CSP, and the 
user’s encrypted credentials for that CSP. The creden-
tials are encrypted with the CSP public key, so only the 
CSP can decrypt them, using its private key. Validated 
records are distributed to all the database instances. The 
process repeats if users decide to change their creden-
tials for a CSP. 

The Authentication Process 
For the authentication process, the user opens a CSP 
login page and employs a biometric device and a 
dedicated application searches the database for the 
user’s biometric data and the relevant CSP. The 
application then passes to the CSP the latest relevant 
record, which includes the user’s credentials for the 
CSP, encrypted with the CSP’s public key. If a user 
has changed his or her credentials, the latest relevant 
record includes the most updated credentials. The CSP 
uses its private key to decrypt the credentials and to 
authenticate the user. 

To enable this process, there are two prerequisites. 
First, users must have a biometric device. They may use 
the fingerprint scanner built into their smartphones or, 
for face recognition, the cameras in their smartphones, 
tablets, laptops, or workstations. Second, the CSP must 
enable logging in with encrypted credentials, which can 
be an option alongside the regular username-password 
authentication. 

To clarify the process, let’s take an example. Let’s say 
Dave wants to access his bank account. At the login 
page, he selects the authentication option of “global 
biometric authentication” (the name we’ll use for the 
described solution). He uses his fingerprint as identifi-
cation. If this is his first time logging in, he is required 
to enter his credentials to access this bank. These 
credentials are saved in the database and sent to the 
bank for authentication. If this is not Dave’s first time 
logging in, his encrypted credentials are retrieved from 
the database and sent to the bank for authentication. 

Since the proposed trusted Web layer requires that 
users become accustomed to biometric identifica-
tion and that the CSP provides authentication with 
encrypted credentials retrieved from the authentication 
database, the implementation of this proposed solution 
may need to be done gradually. The proposed approach 
doesn’t eliminate current methods of authentication. 
Rather, it is an alternative, so users can continue using 
the existing authentication methods until the new 
method is fully adopted.  

Privacy vs. Security 
The openness of the Web and its inherent anonymity 
are considered advantages in that they enable wide 
access and privacy, but they can also be viewed as 
disadvantages, since illegitimate actors abuse these 
characteristics to create false identities and conceal  
their (often nefarious, and even criminal) activities. 
Anonymity can assure privacy, but it comes at a price: 
a low level of trust as well as a low level of security. 

A database of users who are biometrically authenticated 
can be the solution to this problem. The described 
authentication process ensures that individuals are 
who they claim to be, no matter how many profiles 
they may have. Individuals in this database may still be 
illegal actors, but once exposed, they cannot create new 
identities and hide behind them. The use of a physical 
(biometric) method for identification makes the 
anonymous creation of a new identity impossible. 

Let me clarify that the proposed solution does not 
eliminate the possibility of creating multiple (distinct) 
identities (e.g., for private and professional purposes). 
However, for each virtual identity, the person behind 
it is uniquely identified and strongly authenticated, 
maintaining trust.  
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Note that, as the solution offered here does not suggest 
discontinuing current authentication methods that do 
not rely on biometric identification, users can still access 
the Web anonymously. In situations where a low level 
of trust is acceptable (e.g., in some social interactions or 
for restaurant or lodging recommendations) or when 
people could be at risk if they reveal their identity, 
anonymity can be preserved. 

Summary 
The current non-biometric authentication methods have 
a low level of trust, since they cannot assure that users 
are who they declare themselves to be. This enables 
criminals, terrorists, and other illegal actors to abuse 
the openness of the Web and create forged identities 
to mask their activities. 

While the current level of trust may be satisfactory for 
some uses, we must secure a higher level of trust when 
accessing personal sensitive data. Establishing a trusted 
Web layer, in which users are uniquely identified and 
thoroughly authenticated, reduces the lack of trust 
issue. We can achieve trust by creating a decentralized, 
unalterable database of users who are biometrically 
authenticated using encrypted credentials. 

Combining biometric authentication, asymmetric 
cryptography, and blockchain technology enables us 
to improve authentication and reconstruct virtual trust, 
which is currently low and insufficient. My proposed 
solution enables more trust when accessing personal 
sensitive data in the cloud, allowing children to com-
municate safely on the Internet, and more. Biometric 
authentication drives less anonymity, but if a CSP 
requires open and secure biometric authentication (such 
as with the solution proposed here), we will have more 
trust in the people accessing that CSP. When I think of 
my children surfing the Web, I prefer a situation where 
we all lose some anonymity and privacy to ensure that 
children are safer. How about you? 
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The increasing role of social media has led to a corre-
sponding need for methods to assess the trustworth-
iness of user-generated, online-shared content. This 
demand emerges from the fact that, while a significant 
portion of social media posts have proven to be a 
great source of knowledge and news, other posts 
have purposefully spread false information. While 
trustworthiness of some such posts is easily determined 
following simple rules, others are cleverly designed to 
deceive even experienced users. At the same time, there 
is a growing trend toward decentralization of social 
media platforms. Mastodon1 is an excellent example 
of a successful paradigm, and the “Bluesky” project2 
announced in 2019 by Twitter CEO Jack Dorsey is 
representative of the trend toward social network 
decentralization. 

We begin this article with a presentation of contempo-
rary decentralized networks and enabling technologies 
and argue that addressing misinformation in these 
environments must follow a similar path. Rather than 
relying on third parties for fact-checking, we should 
exploit the potential end users represent as contributors 
to the credibility-checking process. We discuss how 
to successfully implement a human-centric solution to 
assist social media users in gauging the trustworthiness 
of information in a manner that complements rather 
than replaces “information hygiene” guidelines. 

Most mainstream online social networks are centralized 
platforms, each operated by a single authority. This 
brings about a situation where the data of vast numbers 
of users is held by, and in some cases subject to the 
censorship of, a very small number of social network 
providers. In contrast to mainstream centralized online 
social networks, decentralized online social networks 
are based on distributed information management 
schemes, empowered by trusted servers or peer-to-peer 
(P2P) systems. A primary motivation of decentralized 
social media is censorship resistance, often achieved 
through anonymity. Another motivation is the guaran-
tee of ownership of personal data, which leads to new 
content monetization models with fewer or no ads. In 
addition to Mastodon, several decentralized platforms 

exist, including diaspora*,3 SocialX,4 Sola,5 Minds,6 
Steemit,7 and DTube,8 each with its own architecture.  

But anonymity comes with a price. Checking the 
reliability and trustworthiness of information is much 
harder with anonymous information. To assess the 
veracity of social network post information, it is useful 
to identify sources of the information (i.e., when it was 
first published and in which post), how similar the 
information is to other published sources, and how all 
related sources of information may have changed over 
time. But this is not always an easy task. The increased 
anonymity and decentralized nature can make it more 
challenging for the user to follow information hygiene 
guidelines, such as “check the source” or “check how 
the information reached you.” As a result, we argue  
that to be in line with the ethos of decentralized social 
media, any tools developed to address misinformation 
should be designed with an aim to help the user follow 
information hygiene guidelines rather than deciding 
for them what information should or should not be 
considered trustworthy. 

Below, we present a brief overview of two main under-
lying technologies that help in decentralization while 
still providing a degree of trust between networked 
entities: (1) P2P social networks and (2) blockchain 
technology. 

P2P Social Networks 
A P2P network uses a distributed architecture featuring 
networked devices called “peers.” Peers interact with 
each other and share resources. All peers can share files, 
use instant messaging, make audio and video calls, 
interact with posts and photos, and join or leave the 
network at any time. The overall performance of the 
network increases as the number of peers increases. 
Peers can also be combined into groups as they com-
municate, interact, and share bandwidth, allowing the 
network to continue to function, even if one or more 
peers disconnects. In a more complex interconnection, 
a P2P social network consists of small groups of peers, 
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where each group has its own “super peer,” a device 
that undertakes the role of mediator with the rest of the 
network via other super peers (see Figure 1).  

In this scheme, each peer connects with a super peer 
to route its data via the latter. Super peers manage the 
incoming messages and forward them to other super 
peers or peers, according to the content. If authentica-
tion is needed, it can be implemented between peers 
and super peers before connecting to the network. A 
popular file-sharing P2P system is BitTorrent,9 which 
users can use to exchange files. 

Blockchain Technology 
Originally developed to support the Bitcoin cryptocur-
rency, blockchain technology has proven instrumental 
in supporting applications related to trust in several 
other distributed environments as well.10 In distributed 
social networks, the technology provides security 
and privacy through cryptography. In a blockchain 
structure, nodes (which can be physical or logical 
entities) interact with each other (e.g., making Bitcoin 

transactions recorded in the form of a decentralized 
digital ledger), and participating nodes on the block-
chain network have the ability to validate, synchronize, 
and retain a copy of the ledger. Each user’s action enters 
the network in the form of a block. The blocks connect 
to each other, creating a chain in which each block 
(except the first) is connected to the previous with a 
hash function. Figure 2 provides a high-level overview 
of a blockchain.  

Typically, the blocks in a blockchain reference a specific 
user or system transaction. However, blocks may also 
be designed to reference an immutable record of a 
“state” of information trust or integrity. For example, 
in the case of social network posts, a blockchain ledger 
can be considered a reference state, recording votes of 
trustworthiness that have been anonymously recorded 
for specific post content. To uphold privacy, however, 
the “right to be forgotten” must be upheld, whereby 
blockchain transactions can be deleted or expunged 
from the ledger. This is somewhat of a paradox for 
blockchain, as it was designed with the premise that the 
blockchain is an immutable record of events. To address 
this architectural limitation, rather than define blocks 
based on individual posts and their trustworthiness 
votes, it may be better to define blocks as a representa-
tion of the “state” of the P2P database underpinning 
a decentralized social network platform (e.g., where 
a “state” block is added periodically after either a 
predetermined amount of time, a set number of posts 
has been published, or a prescribed number of trust-
worthiness votes have been cast). With this approach, 
if posts are revoked from the social media platform 
(and therefore the P2P database), it does not affect the 
immutability of the blockchain because each block 
references the P2P database “state” of posts and votes 
cast against them, and not the posts or votes content 
themselves. Thus, registered actions (and, in this case, a 
post’s trustworthiness votes) can be verified as a record 
by the most recent committed state, while ensuring 

Figure 1 — P2P social network. 

Figure 2 — A chain of blocks. 
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posts that are revoked (and with them any trustworth-
iness votes stored in the P2P) do not compromise the 
integrity of the ledger. In a decentralized social network 
ecosystem, applying blockchain in this manner is highly 
attractive, as it provides a single source of intermediary-
free “truth” (i.e., verified state) for posts and trustwor-
thiness votes that is resistant to manipulation of any 
single node in the network. 

Assessing Trustworthiness  
in Social Media 
Research in addressing challenges related to informa-
tion trustworthiness in social media focuses on the 
development of automated reasoning techniques 
based on machine learning (ML), where a news article 
or post is classified as legitimate or “fake news,” based 
on a variety of indicators. However, there is increasing 
interest in involving the user in the process and exploit-
ing the potential of crowdsourcing. Where algorithms 
cannot draw accurate conclusions, a crowdsourcing 
service may improve reliability.11 An assessment of 
the validity of news is not delegated to any specific 
authority but is instead supported by a blockchain 
system where users (including news experts such as 
journalists) are responsible for assessing the validity 
of news. The published news is deployed in a chain 
of transactions. News beyond a certain level of virality 
is verified by user validators. In the particular work 
by Paul Shobon et al.,12 the validation has two phases: 
During the first phase, professional journalists validate 
the news. In the second phase, a random group of users 
with knowledge of the article’s subject validate it. The 
validators hold different scoring weights, and the final 
rating of the article is a combination of the validators’ 
scoring. The weights of the validators’ scoring change 
over time as valid votes increase a user’s weight while 
incorrect votes decrease it. Validity is evaluated by 
the deviation of a validator’s score from that of the 
professional journalists. This system is a step toward 
decentralizing the process and more actively involving 
the user. 

A completed implementation of a decentralized online 
social network (DOSN) is PrPl (private-public), which 
proposes a “personal cloud butler” service as a safe 
place for all personal data that may be located in diff-
erent data stores.13 Users and butlers can be authenti-
cated by a federated identity management system based 
on the OpenID protocol. The butler can run on a home 
server or on an external provider. A butler provides a 
federation of data storage where a butler’s data can be 

stored encrypted in different locations, using an 
indexing system for more efficient accessibility.  

An interesting proposal that puts humans in the center 
and exploits the potential of humans as trustworthiness 
sensors is the research project EUNOMIA, which 
addresses the challenges of misinformation in social 
media. EUNOMIA actively encourages citizen par-
ticipation in content verification by voting on content 
trustworthiness. The goal is for users to take ownership 
of the problem of disinformation, rather than relying 
on third-party fact-checkers or computer software. The 
number of votes appears as one of several indicators 
that the user can visualize along the information cas-
cade of each post. Currently under development in the 
context of the EU’s Horizon 2020 research framework,14 
by a consortium of academic and business partners 
(with this article’s authors among them), EUNOMIA 
is a fully decentralized P2P platform.  

A blockchain infrastructure supports users, providing 
a reference and immutable state of the most current 
trustworthiness votes registered for a post. This “state” 
integrity methodology enables a participating user to 
show that he or she is the original source of a piece of 
information posted online, or to identify the earliest 
sources of specific information posted in the platform.  
A user can see information about a post — but not the 
initial source. At the press of a button, a user can view 
an information cascade that shows not only where a 
post originated, but also if and how it has been modi-
fied. The user may then determine whether a post is an 
important news item or just a joke. As different users 
have different ways of determining for themselves 
whether a piece of information is or is not trustworthy, 
users can choose what kind of information related to 
trustworthiness they want to see. This may include a 
measure of activity, such as the ratio of followers to 
following, or other indicators the users suggest or that 
are identified in the scientific literature.  

In the remainder of this article, we describe how 
components and services in EUNOMIA’s architecture 
enable this capability to assess trustworthiness. 

The goal is for users to take ownership of  
the problem of disinformation, rather than 
relying on third-party fact-checkers or  
computer software.  
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The EUNOMIA Architecture 
The EUNOMIA architecture contains three components 
that ensure its secure, decentralized nature: (1) a P2P 
network, (2) a blockchain infrastructure, and (3) a 
security and privacy framework. It also comprises 
four tools that assist a user in assessing information 
trustworthiness: (1) a human-as-trust-sensor com-
ponent, (2) a social media content and context data 
analysis component, (3) trustworthiness scoring, and (4) 
a user application in the form of a digital companion.  

These tools and components are implemented in a 
network of interconnected services nodes, making their 
services available to end users through an application 
running on user devices (a “digital companion”). The 
nodes communicate through a P2P network that 
features a distributed file system protocol. 

Figure 3 illustrates these EUNOMIA components and 
their interconnections. The architecture is based on the 
use of services nodes (which consist of services related 
to the rules that determine how data can be created, 
stored, and updated), authentication, authorization, 
accounting, and data storage. The services nodes make 
use of two core components: 

1. Both the adapter layer and decentralized social 
network work as an external component used to 
relate the EUNOMIA accounts to social network 
accounts and provide verification that a corre-
sponding account exists on the social network. 
To abstract the P2P service from the mechanisms 

inherent to the different possible social networks 
connected to EUNOMIA, an adapter layer is 
implemented, serving as middleware to the third-
party authentication mechanisms of the social 
networks. 

2. The digital companion, an application deployed 
on all types of devices (desktops/tablets and 
smartphones), features a responsive Web-based 
and a personal (mobile/wearable) app version, 
allowing for the active involvement of social media 
users. The digital companion client runs on the 
user’s device and can communicate with one or 
more decentralized social networks as well as one 
of the EUNOMIA services nodes. In the client, the 
end user can read a post from a decentralized social 
network, reply or “like” the post, and also view 
computed EUNOMIA indicators about the post, 
such as its sentiment score. The user can also create 
a new post from the client and vote about the 
trustworthiness of a specific post. The result of the 
analysis is displayed on the client in the form of 
interactive visualization graphs. All the queries 
between the client and the rest of the EUNOMIA 
services are implemented through the EUNOMIA 
services interface. 

The components in EUNOMIA that comprise the 
services nodes include: 

• The P2P infrastructure, which supports the storage 
and communication service based on the use of a 
storage server and the corresponding logical storage 

Figure 3 — EUNOMIA component diagram. 
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service (running on the storage server). The storage 
server features a distributed database supported by 
a P2P file system and a ledger service (see below) 
used to record the content information cascade (i.e., a 
group of posts containing similar content) as content 
metadata to ensure transparency and consistency. A 
P2P server API provides endpoints to enable other 
components to manipulate data, provided they have 
been authenticated. For authentication, the requests 
must be accompanied by access keys that the entity 
itself generates to certify users in order to accept the 
request.  

• The blockchain infrastructure, which consists of two 
main components:  

1. The ledger service consists of the EUNOMIA 
blockchain network and an API interface, which 
acts as an abstraction service layer between 
the blockchain network infrastructure and the 
rest of the service components (see Figure 4). 
The ledger service is implemented using the  
Hyperledger Fabric framework as the under-
lying blockchain network. The blockchain 
network infrastructure is comprised of peer 
nodes and certificate authority (CA) nodes. 
The authentication of the network is performed 
using a set of policies and roles over a public 
key infrastructure (PKI). The orderer nodes 
participate in the consensus process, and peer 
nodes act as gateway nodes to the network. 
Bootstrapping the EUNOMIA’s blockchain 
network requires at least one orderer peer 
and one CA server. The orderer peer plays a 
significant role in the transaction flow, organiz-
ing transactions into blocks that are then pushed 
to the committing peers and recorded on the 
ledger. The CA server is used for the authenti-
cation of users. 

2. The EUNOMIA blockchain API invokes 
EUNOMIA’s chaincode (i.e., smart contract) 
through a general-purpose remote procedure 
calls (gRPC) interface protocol over an SSL 
connection. The chaincode deployed on the 
blockchain infrastructure implements and 
controls the transactions logic and object states. 
For the EUNOMIA blockchain API to connect 
to a blockchain peer, it must be authenticated as 
a blockchain user. The EUNOMIA blockchain 
API is considered as a user of the EUNOMIA 
blockchain network and offers an abstraction 
layer for the other EUNOMIA services node 
components and the ledger service. 

EUNOMIA uses three components to ensure security 
and privacy: 

1. The AAA server, which is responsible for authenti-
cation, authorization, and accounting  

2. The discovery server, which provides the means 
to allow the discovery of other services and 
corresponding metadata, including public keys 
for sharing sensitive information 

3. The voting server, through which users can react 
and express opinions on available content, features 
a voting mechanism that supports the submission, 
logging, and querying of votes by users for 
individual posts and cascades 

Services nodes contain one or more services (e.g., senti-
ment analysis service) to communicate and exchange 
information, while providing an API abstracting the 
EUNOMIA’s business logic for CRUD (create, read, 
update, delete) operations. 

Trust and Information  
Cascade Management 
In EUNOMIA, an information cascade module per-
forms data collection, preprocessing, feature extraction, 

Figure 4 — Ledger service. 
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and data aggregation to generate an information cas-
cade (where applicable) of aggregated posts and author 
trustworthiness indicators. The module also performs 
aggregated visualization of posts and author data and 
metadata over the digital companion graphical user 
interface, allowing assessment and trustworthiness 
voting.  

The architecture allows the incorporation of easy- 
to-understand data aggregation and presentation 
approaches that take into consideration trustworth-
iness indicator preferences set by the users in the 
digital companion. Users may set indicator criteria 
and specific thresholds by which they assess trust-
worthiness for a post or information cascade. For 
example, if the top primary criteria a user defines are 
“account_age > 1 month,” “average_post_sentiment > 
0.5,” and “follower_count > 50,” then they may be 
presented with the percentage of these criteria that 
are satisfied. In a binary classification mode, a simple 
rule-based majority vote can be employed to suggest 
trustworthiness based on the user’s preferences. 

Trustworthiness scoring can also be facilitated at the 
local level by the user’s voting. Such a component 
would require sufficient past voting data by a specific 
user to learn what indicators matter the most to that 
user and would accordingly suggest an allocation of 
indicators, just like a recommendation engine. For each 
user vote cast on a post via EUNOMIA, the platform 
collects and measures specific post/information cascade 
indicators that are recorded locally and used as training 
data for the EUNOMIA platform to learn the indicator 
thresholds. Note that any such form of automated 
trustworthiness scoring is based on the specific user’s 
voting behavior and generates a unique model that 
applies inference to the selected posts. It is available 
only for that specific user. The automated trustworthi-
ness scoring is an experimental research component 
of the architecture that requires additional evaluation 
to determine its ability to help curb the spread of 
misinformation. 

Conclusion 
Purposeful disinformation can have a big impact in 
public health, public affairs, and several other critical 
social areas. Privacy and data ownership are also 
controversial issues that require an effective strategy 
to address. Several techniques have been proposed 
for this purpose. In the quest for information trust-
worthiness, we must remember that the user should 
be at the center and must not be forgotten or replaced 
completely by IT tools. A suite of ML algorithms may 
help in quickly assessing the language, sentiment, or 
stance of a post — or to compare against databases of 
items of fake news collected by external entities. But 
this cannot and should not replace digital literacy 
and the encouragement of the user to practice critical 
thinking. In this respect, “offloading” information 
trustworthiness assessment to a system is no different 
from trusting a mainstream social network provider or 
third-party fact-checkers. Instead, an effective direction 
for addressing information trustworthiness challenges 
is to develop tools that help users in following infor-
mation hygiene guidelines rather than effectively 
replacing them with solely technical solutions. 

EUNOMIA has currently finished its first phase of 
development across all key components and has 
developed an integration for Mastodon, which is 
tested in the project’s own private Mastodon instance. 
The next step is to test with social media users. By 
its completion in November 2021, EUNOMIA will 
be validated across several use cases, including 
journalists, social media journalists, and citizen users. 
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In this article, we examine an effort to develop and 
validate a process for integrating evidence of organiza-
tional, technical, and transactional trustworthiness of 
supplies, suppliers, and services for decision makers. 
Leveraging the MITRE community’s decades of exper-
ience across a widely diverse set of customers and 
domains, along with the work of colleagues in industry 
and academia, the supply chain security system of trust 
(SoT) has four focused objectives. The first objective is 
to gather and organize a single structured corpus of the 
concerns surrounding trust with respect to organiza-
tions, products/components, and service offerings. 
Second is to capture the techniques and mechanisms 
available to gather evidence as to whether concerns 
with trust are or are not substantiated (e.g., a bill of 
materials, whether for software or hardware, can 
provide a streamlined, repeatable, and scalable method 
for collecting evidence about salient trustworthiness 
aspects for supplies you use to build and operate your 
systems). The third objective is to provide a mechanism 
for winnowing and tailoring the overall SoT to a cus-
tom set of concerns and investigative questions that 
considers the resources of an organization, the signifi-
cance of the system or service to its operations, and the 
consequences that could result from failing to fully vet 
concerns. Finally, the SoT aims to put in place objective 
scoring mechanisms that an organization can adapt to 
its priorities, operational sensitivities, and experience 
with its type of business and partners. 

Along with these elements of SoT, this article describes 
how various community efforts — like the Industrial 
Internet Consortium (IIC)1 and its focus on trustworthy 
Industrial Internet of Things (IIoT) systems in operation 
and Plattform Industrie 4.02 with its ideas on trustworthy 

organizations — and other endeavors to define trustwor-
thy systems can be integrated. 

Context for the SoT 
The supply chain security SoT is a MITRE community 
initiative aimed at defining, aligning, and addressing 
the specific concerns and risks that stand in the way of 
organizations trusting suppliers, supplies, and services. 
The SoT effort includes an examination of the issues 
that can undermine trust in a supplier and/or in the 
supplies and services it provides. This examination 
encompasses the multiple contributors to the devel-
opment and provisioning of systems and services, as 
well as the suppliers’ offerings of services to maintain 
systems and proffer upgrades/updates. 

The topic of trust and trustworthiness is one confront-
ing many communities around the world. At the same 
time, these communities often reflect distinct perspec-
tives and different purposes. The IIC, for example, has 
been exploring how to define a trustworthy IIoT system 
and how to demonstrate or establish that it is trustwor-
thy.3 Simultaneously, Germany’s Plattform Industrie 
4.04 use of the term “trustworthy” suggests what it 
means to work with trustworthy partners, and this 
group collaborates to align with the IIC’s work on the 
trustworthiness of systems. 

When we explore what many define as supply chain 
issues, most organizations tend to focus on whether 
delivered goods and all associated components and raw 
materials will be available where and when they are 
needed — the classic “logistics” approach to supply 
chain. When industry and government use the terms 
“trust” and “trustworthiness,” however, they focus on 
risk management, most often in terms of financial and 
regulatory perspectives. 

Parties to transactions do not usually consider yet 
another source of risk: how to decide to trust those 
different parts. Moreover, they often do not have a 
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complete understanding of the different areas of con-
cern and risks that could disrupt a supply chain, or, 
importantly, the risks that could undermine trust in 
a system or a supplier. A frequent result is that, when 
two organizations “talk to each other,” they are instead 
talking past each other because of differences in each 
party’s definition of the word “trust” and accompany-
ing concept of transactional trustworthiness.  

As illustrated in Figure 1, the various entities involved 
in transactions exhibit different intentions, along with 
individual unique understandings of the meaning 
of trustworthiness. Real-world examples include 
parties concerned with creating or using trustworthy 
commercial-off-the-shelf (COTS) systems that incorpo-
rate information and communications technology (ICT), 
or those interested in having trustworthy high-value 
items like medical devices with embedded ICT capa-
bilities, or those concerned with having trustworthy 
surveillance cameras across a large manufacturing 
complex. These parties undoubtedly often have 
different intentions, along with individual, unique 
understandings of the meaning of trustworthiness.  

While each of the above roles and types of concerns 
uses the terms “trust” and “trustworthiness,” generally 
the various entities presume different concepts, scope, 
and level of veracity underlying those terms. This 
causes immense confusion and misunderstandings 
that negatively impact organizational transactions 
and trust and trust relationships (primarily external, 
and potentially internally). The SoT harmonizes the 

vocabulary of trust and trustworthiness while support-
ing the subtexts and nuances that delineate varied areas 
of concern and various roles among suppliers and those 
using their products and services. Without this harmo-
nization by the SoT, each of these unique participants 
with their unique experiences and perspectives will 
continue to talk past each other due to their use of 
differing concepts or scope of issues when they talk 
about trust and trustworthiness. 

Supply Chain Security’s  
Challenging Evolution 
From a supply chain security perspective, the least 
understood risk to most organizations comes from 
needing to almost be a programmer to use everything 
from a vehicle, to an elevator, or to today’s medical 
devices, never mind trying to manage a “smart” power 
grid. Software- and network-enabled ICT has become 
a key enabler for a large portion of people’s homes 
and businesses, with new and enduring supply chain 
challenges. 

While organizations have always had suppliers, the 
introduction of the supply chain as a unique source 
of economic harm and national security risk came 
in World War I, when “anti-tamper” became both a 
practice espoused for protecting the goods and services 
of the munitions industries and combat material and 
a focused law enforcement effort aimed at defeating 

Figure 1 — Confused usage of the terms “trust” and “trustworthiness.” 
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sabotage and counterfeiting arose. This was followed  
by World War II–era efforts to protect nuclear and 
other defense industries’ production and critical 
infrastructure products throughout their full lifecycles. 
Subsequently, we saw the introduction of just-in-time 
(JIT) manufacturing, where flexibility, predictability, 
and multi-sourcing considerations came to bear. This 
created a much-expanded universe of supply chain 
partners and all manner of supplier qualification issues, 
including the transitive financial stability risks of those 
upstream of an organization and the need to trust a 
supplier to deliver the right quantities on time. If a 
supplier’s supplier is disrupted, the finely tuned JIT 
supply line might not just falter, but crumble. 

In the 2000s, many US federal government practices 
of supply chain logistics management from the Cold 
War era were extended into the broader commercial 
IT marketplace, as those technologies and the efficien-
cies they brought to business and government started 
to become key enablers of the information economy. 
As if this were not enough of a challenge, the com-
puterization of everything gave rise to pervasive cyber 
threats. For many suppliers serving the US Department 
of Defense (DoD) with commercial goods, the con-
cept of a “cleared industry partner” became part of 
their way of life. In parallel, the globalization of ICT 

manufacturing and markets, coupled with security 
concerns such as the growth in export licensing of 
sensitive US technologies, extended the definition of, 
and areas of concern with, the supply chain. Con-
sequently, visibility and control of highly complex 
microelectronic component supply chains and their 
global network of specialized software developers 
has become a difficult, perhaps impossible, technical 
management problem. 

Naturally, the resulting potential for disruption and 
harm from the supply chain has become a key concern 
at the personal, organizational, and societal levels. Such 
supply chain–rooted risks require specific attention and 
different perspectives about an organization’s practices 
across the many business functions of both commercial 
enterprises and government. Figure 2 illustrates these 
disparate aspects of supply chain security and the 
variety of organizational elements that need to work 
together effectively to address them. 

Today’s organizations must coordinate and foster 
cooperation across their various business functions to 
enumerate, measure, and manage their supply chain 
risks. In particular, techniques addressing the supply 
chain risks to software and software-enabled ICT 
components do not easily fall within the traditional 

Figure 2 — Elements of practice and multiple aspects of supply chain security. 
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logistics supply chain practices applied for the protec-
tion of physical goods and services in transit, although 
they share some commonality.  

Supply chain security is the superset of these different 
elements. Depending on the nature of a product, 
service, or provider, players from one or more of these 
elements may take the lead in addressing the current set 
of concerns and risks. However, an organization should 
be ready to shift focus to other aspects of supply chain 
security as circumstances change (e.g., the item is now 
installed and needs servicing), such as shifting focus 
from acquisition to operations risk management and 
cybersecurity. The relationship between supplier and 
customer also inevitably changes over the lifecycle 
of an item and its role in an organization. An organiza-
tion may even fill various roles simultaneously, as an 
acquirer for one item, an integrator for another, and the 
supplier for a third. 

Usually, the discussion of a supply chain will start with 
discussing immediate suppliers (often referred to as tier 
1 suppliers), but when addressing many of the concerns 
with suppliers, we need to consider the suppliers’ 
suppliers as well (referred to as tier 2), and so forth, all 
the way to tier n. The realm of supply chain concerns 
includes both intentional and unintentional acts. So not 
only do we need to consider someone inserting tainted 
or counterfeit items, but also someone accidentally 
introducing poor-quality items due to errors or poor-
quality checks of hardware, software, and/or services. 
A system of trust, therefore, needs to have a pervasive, 
holistic approach to everything that can be of concern; 
only then can the SoT be truly effective in supporting 
the management of relevant items of concern. 

Guiding Goals for Building the SoT 
As these past efforts have grown, evolved, and bumped 
into each other, the need for consistency in terminology 
and harmony in approach have become increasingly 
important. Today, enterprises of all sizes need to interact 
and work with a diverse community. Given the diversity 
of approaches used to manage and consider supply chain 
issues, the current likelihood that any two organizations 
will have the same considerations and sets of concerns 
is limited. Consequently, there will be wasted time 
and energy as they struggle to understand each other’s 
expectations and abilities to provide and utilize trust-
worthy products and services that can be trusted. 

The SoT’s four objectives are as follows: 

1. Gather and organize a single structured corpus 
of the concerns surrounding trust with respect to 
organizations, products/components, and service 
offerings. 

2. Capture the techniques and mechanisms available 
to gather objective evidence as to whether the 
concerns with trust are or are not substantiated. 

3. Provide a mechanism for winnowing and tailoring 
the overall SoT to a custom set of concerns and 
investigative questions that considers the resources 
of an organization, the significance of the system or 
service to its operations, and the consequences that 
could result from failing to fully vet concerns. 

4. Put in place objective scoring mechanisms that an 
organization can adapt to its priorities, operational 
sensitivities, and experience with its type of 
business and partners. 

In fulfilling the first objective, one goal of the MITRE 
SoT is bringing alignment and harmony to the array of 
concerns organizations — particularly large acquirers of 
ICT in government and in a country’s critical infrastruc-
tures — may have with the supplies they receive, the 
services they utilize, and the suppliers they rely on, so 
that the entire community has a common holistic set 
of concerns to consider. Additionally, the SoT seeks to 
inform users of the present trust posture of an entity and 
its products by means of a static assessment, using an 
objective set of metrics. The SoT is also constructed to 
provide a dynamic view supporting a forward-looking 
prognosis of the trust posture over time. This temporal 
aspect will make a SoT assessment more useful, but also 
more challenging to validate. 

The second and third objectives focus on the process we 
are using to design and implement tooling to support 
the operational use of the SoT and assessments against 
it. The next section discusses the data model created 
to support these objectives and the piloting being 
established to validate that the SoT can meet these 
objectives when applied to real situations. 

A system of trust needs to have a pervasive, 
holistic approach to everything that can be  
of concern and needs to be truly effective in 
supporting our management of all items of 
concern. 
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To fulfill the fourth objective, the SoT needs to:  

• Be the basis of a tailorable assessment that focuses on 
the context of a specific organization and the supply 
and service items it is examining 

• Be able to adjust the importance of the consequences 
of the risks to focus on the context of the operational 
capability into which the supplies/services are being 
integrated 

• Be widely applicable to different sizes and types 
of organizations and domains of businesses and 
operations 

• Be widely adoptable by regulated and unregulated 
entities, as well as governmental organizations 

By meeting these objectives, the SoT will be well 
positioned to become the generally accepted principle 
for supply chain security, similar to the generally 
accepted accounting principles (GAAP) used in all 
businesses in the US or the globally equivalent inter-
national financial reporting standards (IFRS). 

The SoT Creation Approach 
The SoT is an amalgamation of MITRE’s decades of 
experience in supporting its customers’ efforts to 
address supply chain issues, along with its engagement 
in various national and international standards efforts 
on the topic and all the associated published work 
from MITRE, the standards developing organizations, 
and others working in various aspects of supply 
chain security. The SoT permits us to transform that 
knowledge base into a coherent whole that serves as a 
taxonomy and implementation model. Acknowledging 
the vast collection of past and current supply chain 
security work from across the world and the variety of 
questions each effort has established, the MITRE effort 

is both building from the ground up (using individual 
questions) and from the top down (using supply chain 
risk taxonomies). 

Moreover, the SoT effort is arranging unilateral  
non-disclosure agreements (NDAs) with a variety of 
industry organizations. These unilateral NDAs are 
almost identical to the ones MITRE previously used 
to create the Common Weakness Enumeration (CWE) 
body of knowledge.5 Like other community efforts 
MITRE has pursued, feedback and engagement with 
experts and practitioners will be critical in creating 
something that promotes integration, eases the burden 
of working with others, and streamlines communica-
tions and understanding when multiple parties discuss 
a topic or share information. 

In addition to the community published materials, 
MITRE’s past internal work, and the knowledge shared 
through the unilateral NDAs, the SoT will also integrate 
legal-focused content to allow for the SoT to identify 
areas of concern that an organization might be obligated 
(or precluded) from investigating. 

By collecting the various sets of measures and questions 
currently in use across the various aspects of the supply 
chain security community depicted in Figure 2, MITRE 
is establishing a wide-ranging set of risk-determination 
questions for input into the SoT. However, rather than 
just have these as open-ended questions or questions 
requiring subject matter experts (SMEs) to interpret 
when used, the SoT will refine them into a series of  
yes/no questions that embed SME experience into the 
questions themselves so that less experienced practi-
tioners can use them to identify where and at what level 
one might trust a supplier, its supplies, or its service 
offerings. 

To illustrate this, consider the different modes of taking 
a measurement of human blood pressure. If we ask only 
for the systolic and diastolic measurement, there is an 
implicit requirement for someone with appropriate 
training and understanding to interpret the measure-
ments (the evidence) into a finding of “normal,” 
“elevated,” “hypertension stage 1,” “hypertension  
stage 2,” or “hypertensive crisis.” If, however, we ask 
about these as separate range-based questions that are 
yes/no–based, the medical expertise is embedded into 
the questions themselves, for example: 

• Is the systolic number less than 120 and the diastolic 
less than 80? 

Acknowledging the vast collection of past 
and current supply chain security work from 
and the variety of questions each effort has 
established, the MITRE effort is both building 
from the ground up and from the top down. 
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• Is the systolic number higher than 180 and/or the 
diastolic higher than 120? 

To the extent possible, the supply chain security SoT 
will follow this paradigm of embedding informed risk 
expertise into the questions so that the SoT produces 
objective metrics that can easily be used by those who 
are not supply chain risk SMEs. 

Rather than collect these items into a spreadsheet, 
word processing document, or some other unstructured 
form, the SoT will use a knowledge base along with an 
application tool to support viewing, organizing, and 
tailoring the content or subset of the content within 
the SoT. Further, this application tool will support 
evaluating a supplier, supplies, and services against 
the tailored SoT subset, as well as support adjusting the 
contributing weights of specific SoT questions and areas 
of concern. The SoT tools will focus on assessing the 
supply chain security concerns captured in the SoT 
taxonomy against specific supply items, service offer-
ings, and companies. The SoT tools should not be 
confused with general risk management tools in 
common use at many organizations. 

The SoT Knowledge and  
Evaluation Model 
As part of bringing together the vast past work in 
supply chain–related risks and concerns and to support 
reviews, tailoring, and evaluation, the MITRE SoT effort 
has a knowledge and evaluation model at its core. 
This model leverages the work within the standards 
community6 for representing measures7 where high-
level categories of the taxonomy are broken into lower-
level collections of subcategories as appropriate and 
then into factors and measures for those factors, as 
shown in Figure 3.  

Through the use of this model, the SoT will bring 
alignment and consistency for the concerns it captures 
and the risk questions it incorporates, as well as support 
the contextual relationships between some aspects of 
the risk measures themselves and how one risk measure 
may potentially contribute to another. Specific scoring 
mechanisms, weights, confidence indicators, and 
measurement prerequisites should provide for wide 
adoption in diverse industries and organizations. 

Figure 3 — Initial SoT knowledge and evaluation model. 
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The SoT Draft Structure 
The initial version of SoT tooling mechanics is still in 
final development at the time of this writing; however, 
essential aspects of the analytical tool have been devel-
oped. The top-down portions of the SoT taxonomy are 
currently represented by elements defined as “concerns 
about supply chain security,” which are then decom-
posed into: (1) concerns about suppliers, (2) concerns 
about supplies, and (3) concerns about services. 

Figure 4 illustrates the first few levels of the draft SoT 
taxonomy as a mind map. This draft taxonomy is a 
reasonable generic starting point but will continue to 
evolve as other organizations contribute to it. 

The Concept for Applying the SoT 
Applying the SoT as an evaluation framework and 
tool will challenge organizations on both sides of any 
supply chain transaction to confront deeply embedded 
characteristics of their corporate behavior and culture. 
Customers/acquirers will use a variety of information 
sources to provide themselves with the types and depth 
of data they need to enumerate risks and build trust. 
That data may force customers/acquirers to adjust their 
internal risk management strategies to compensate for 
whatever they discover is blocking their ability to trust. 
Product/service providers should pay attention to what 
public and private information is being collected and 
shared about themselves, their products and activities, 
and their own suppliers. Providing evidence that 
demonstrates trust-building behavior will increase 

Figure 4 — SoT draft taxonomy of concerns and risk. 
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the attractiveness of their company as a supplier to 
those seeking to acquire items using the SoT. 

For example, every organization faces a challenge in 
how to balance leadership goals, employee morale, and 
consistency of behavior across the organization with the 
financial incentives the organization offers to achieve 
those behaviors, goals, and the desired morale level. 
The outward perception of these characteristics shapes 
the ability of the organization to radiate trustworthiness 
to external stakeholders. Many consumers care only 
about the features and costs of an organization’s 
products and services. But supply chain intermediaries, 
including those that represent the needs of consumers, 
such as governmental and industry purchasers, should 
look beyond these basic, consumer considerations to 
assess the trustworthiness of a potential supplier. Even 
those suppliers with whom the acquirer has an existing 
relationship should be periodically assessed for their 
continued trustworthiness as an organization, to 
include their supply chain. 

Beyond the obvious factors of features and cost, what 
remain are the characteristics addressed when applying 
the SoT. An assessment of trust — and of its counter-
part, risk — should be an essential step in the acquisi-
tion process. Applying the SoT will assure that all 
parties to a transaction use a consistent assessment 
process and vocabulary. 

Many of the factors in building trust and managing risk 
are not quantifiable. Applying the SoT will require the 
acquirer to compare its own organizational values to 
the demonstrated or acquired data about its potential 
supplier’s values. Customers seek evidence to trust or 
not trust organizations and to quantify risks to their 
own organizations. Applying the SoT, evaluating the 
resultant set of questions, and utilizing their weighted 
scoring will provide the foundation of a defensible 
rationale for an appropriate level of trust by assembling 
enough data points to distinguish those suppliers most 
worthy of trust. 

Validating the SoT 
To fulfill its envisioned role, the SoT needs a robust 
set of verification and validation (V&V) processes to 
assure users of its value in driving adoption of trust-
building strategies for all ICT supply chain participants. 
During development, these processes will incrementally 

and methodically ensure that the indicators of both 
risk and trust make sense. Using internal, data-driven 
examination, benchmarking, and testing, as well as 
external application and critique, the V&V process 
will ensure the SoT is usable in its initial release and 
over time. 

The Way Ahead 
In addition to continuing to build the SoT, socialize 
the concepts it entails, and gather ideas for additional 
questions that explore how to make concrete the con-
cerns organizations have with their suppliers, supplies, 
and services, the SoT effort will continue creating an 
assessment tool. This tool will allow an organization 
to tailor the SoT to just those select areas of concerns 
an organization feels are the most useful for its deci-
sion making. Eventually, it will support tuning of 
the weights and combinatorial mechanisms used 
to combine the individual answers into an overall 
trustworthiness finding. Finally, it will enable the 
exploration of mechanisms used for answering the 
questions, whether manually, through data analysis 
tools, or with both quantitative and repeatable quali-
tative methods. 

At the same time that we explore these analytic 
approaches and methods, we will be identifying 
which of the questions can be answered with public 
or private information sources and exploring how to 
document these possible sources of evidence about 
those aspects of the SoT. 

Many communities exist for the topics being amalga-
mated under the SoT. Their respective past, current, and 
future work will need to be explored and integrated, 
where appropriate, so that the SoT and those efforts 
can coexist, proffer synergy, and ensure their respective 
work, foci, and best practices are clearly understood. 

Finally, there will be an immediate and evolving need 
to explain and train individuals and organizations on 
the use and utility of the SoT. Additionally, many of 
those currently working in the areas touched by the  
SoT work will, we hope, evolve their efforts to align 
with the integrated SoT vocabulary and concepts as 
we collectively solve the ICT trust and trustworthiness 
challenge, with a shared taxonomy and methodology 
and the SoT tooling (more ICT). 
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A Piloting Plan for the SoT 
In view of both the novelty of the SoT concept as an 
element of supply chain security abilities and the 
anticipated broad scope of interest from organizations 
across industry and government, together with the 
broad applicability of the SoT’s concepts, taxonomy, 
evaluation methodology, and tool set, we have decided 
to embed the practices of frequent testing, expert 
evaluations, and interim exercises (both mini/tabletop 
exercises and full formal simulations) to test assump-
tions about the structure, functioning, and applicability 
of the SoT’s elements to the full technology lifecycle. 

The SoT must be designed as a living system that 
evolves with changing needs. In addition to these 
continuing practices of testing and evaluation through-
out the creation and maturation process of the SoT, 
there will also be two or three pilot implementations 
of multiple weeks to provide further evidence of 
functionality and to support further editing and 
restructuring, gap analysis, and overall refinement. 

The first assessment pilot will focus on an acquisition 
of a large operational technology–focused system that 
is about to conclude. The planned pilot will analyze 
the procurement artifacts and compare the scope and 
coverage of issues considered by the just-concluded 
acquisition with what the SoT considers. The aim is 
to identify possible after actions for application to 
the winning solution, as well as to provide ideas 
for revisions to subsequent acquisition activities. 

The second assessment pilot will involve a set of 
enhancements where a planned set of COTS and 
open source items are being integrated for use across 
a large community. The pilot will assess a widely used 
platform capability from the perspective of supply 
chain security concerns about the supplier and the 
software of the capability itself. 

The third assessment pilot will address the gamut 
of cybersecurity and other ICT supply chain security 
challenges that many organizations face when looking 
to purchase COTS items. The pilot will assess a widely 
used commercial capability from the perspective of 
supply chain security concerns about the supplier, 
the software of the capability itself, and offering the 
service to the world. 

Finally, a regular cycle of exercises and user evalua-
tions is intended to be a signature element of the SoT’s 
“maturity model” during its future life. Ongoing 
exploration of applying the SoT to other acquisitions, 
suppliers, and products/services will occur in other 
transactional environments, including various inter-
governmental and critical infrastructures transactions, 
as already described. The flexibility and adaptability 
of the SoT are expected to become key elements 
favoring SoT incorporation and adoption in these 
diverse transactional settings.  
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